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Abstract

The FlexPod® Express for VMware vSphere 7.0 with Cisco UCS Mini and NetApp® AFF / FAS
solution leverages Cisco UCS Mini with B200 M5 blade servers, Cisco UCS 6324 in-chassis
Fabric Interconnects, Cisco Nexus 31108PC-V switches, or other compliant switches, and
NetApp AFF A220, C190, or the FAS2700 series controller HA pair, which runs NetApp
ONTAP® 9.7 data management software. This NetApp Verified Architecture (NVA)
deployment guide provides the detailed steps needed to configure the infrastructure
components and to deploy VMware vSphere 7.0 and the associated tools to create a highly
reliable and highly available FlexPod Express-based virtual infrastructure.

In partnership with

NIl
CISCO.



TABLE OF CONTENTS

Program SUMIMEAIY .....oeeeii oottt e e e s ettt e e a4 e s s e e et e e et e s bbb e e et et e e e sa s nreneeeeesesaannns 5
SOIULION OVEIVIBW ...ttt ettt e e e e e ettt et e e e e e s e be bt e et e e e e e s e s bebeeeeaeeessannbebaeeeaeeessannbnneeeaaaaeeas 5
FlexPod Converged INfrasStruCture PrOGIaM .........coiiuuieiiee e e s ittt e e e e e e e e e e e e s et a e e e e e e s e esaaae e e e e e e s assnbbreeeeeesaaassrneeas 5
NetApp Verified ArChiteCIUIE PrOGIAM .........uviiiiii it e e e e e e e s e e e e e e e s et b e e e e e e e s easabtbeeeeeesaaassreees 6
Yol 18] o] a8 C=Tod g1 g o] oo |V AR SRR OPPPPPPPRR 7
USE-CASE SUIMIMANY ...ttt iatee ettt atee ettt e te e et e ket e bt e e be e e b et e ket e bt e e ket e b et e b et et et e b et e s b et e abe e et e e e abe e et e e enbe e e beeenne e e e 7
LT gL T Lo e ) YA =T LU LT =T g =T SRR 8
[ L N TR o [T (=T 11T ) PR PUPPR PP 8
S0 1A LR C=To [U 1T =T8T o PRSP 9
(0= o 1T a o T3 e 1 10116 1o 1 o PSPt 9
DeploymMeENt PrOCEAUIES ... 11
Cisco Nexus 31108PC-V deploymMeENt PrOCEAUIE .......c.cciuuiieiiieieeitiie ettt e e st e e s rtte e e s st e e e snaeee e snaeeeeanteeeesnneeeeennnes 12
NetApp storage deployment ProCedure (PArt L1)........ceeiuuireiieieeeiiieeeesiie e e riee et ee e ettt e e s abaeeestbeeessnteeessnneeeesnnneeens 19
Cisco UCS Mini deploymMent PrOCEAUIE ........ooiieeieiiiiee ettt ettt e st e et e e e s st e e e sbe e e e e ateeeesnteeeeenteeeeanneas 35
NetApp storage deployment cONfiguration (PArt 2) .......c..eeeiieeieeiiiee et etee e e e st e e tb e e e snte e e s snneeeesnnneeens 78
VMware vSphere 7.0 deployMENt PrOCEAUIE .........cooiiiiiiiiiiie e iiiee e ettt e e etee ettt e e st e e sttt e e e snteeeeaseeeessnneeeeaneeeeeane 78
VMware vCenter Server 7.0 deployment PrOCEAUIE ... ....cocueii ittt et e e e e st ee s snneeeeanneeeeanes 91
NetApp Virtual Storage Console 9.7.1 deployment PrOCEAUIE ........coiiiiuiiiiiiee et e e e 102
NetApp SnapCenter Plug-in for VMware vSphere 4.4 deployment proCedure ............ccooiuevieiieeeinniiiieieeee e 111
NetApp Active 1Q Unified Manager 9.7P1 deployment ProCEAUIE .............ueiiiiiiiiiiiiiiieee et e e 126
SOIULION VEITICALIONS ...eeiiiiiiiii ettt e e e e e e e e e e e e e s b bbb e et e e e e e e s annabreeeaeeeeas 138
SAN DOOT LESE CASES ..ttt ettt oo oo b ettt e e e e oo hht bttt e e e e e e s a bbb et e e e e e e e nbb b et e e e e e e e nbbb e e e e e e e e aannbbereeeaeeaan 138
FabriC INTEICONNECT TEST CASES. ... .. it eeiii ettt ettt e e e ettt e e e e e e e bbb e e e e e e e e s aabb e e et e e e e e s ansbneeeeeeeeaannees 140
S (o] g (ST o T OO PP PU TR PPPPPRPR 141
SHOTAGE TESE CASES ... 144
VIMWEIE TESE CASES ...eeeiiiiiiiiiiiiiiiiiiiii ettt ettt ettt ettt ettt ettt ettt ettt ettt ettt ettt ettt et ettt ettt e et ettt e et e e et et e s et et e e e e eeeeeseseeesesnensnnnnnes 146
1070 1 1] [V E=] Lo o IR PP RPN 148
F N o] o 1=T 0 o 1) PP ET PP OPUPPPPUTTN 148
ISCSI datastore CONFIQUIALION ........oiuuiiiiiiiie ittt e e et bt e e et e e e bt e e anbb e e e snbeeesnnnes 148
Where to find additional iNfOrMatioN ..........ciii i e e e e s nreee e e e e e e e nnnnnes 150
VEISTON NESTOTY ittt ettt e ettt e e e st bt e e o bttt e e sabb e e e e aabb e e e e anbbeeeeanbbeeeeanbaeeeeane 151
2 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.

VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS



LIST OF FIGURES

T [ LI I [t oo N o1 1 0] o JA PP RPPPR 6
Figure 2) FlexPod Express for VMware vSphere 7 with Cisco UCS Mini and NetApp AFF/FAS architecture. ............... 7
Figure 3) Reference validation components and CabliNg. ............oooiiiiiiiiie e 10
LIST OF TABLES

Table 1) Hardware requirements for the base FlexPod Express with UCS Mini configuration. ............ccccccoeviiiiiiieeneenn. 8

Table 2) Hardware requirements for the FlexPod Express with UCS Mini using a compliant switches configuration. ...8
Table 3) Software requirements for the base FlexPod Express with UCS Mini implementation. .............cc.cccoevvvveeneennn. 9

Table 4) Software requirements for a VMware vSphere 7.0 implementation on the FlexPod Express with UCS Mini. ..9

Table 5) Cabling information for Cisco Nexus 31108PC-V SWItCh A. .....c.uiiiiiiii e 10
Table 6) Cabling information for Cisco Nexus 31108PC-V B. ......uuiiiiiiiiiiiiicee e e 10
Table 7) Cabling information for NEtAPD AFF A220 A. ...ttt e st e e e s 10
Table 8) Cabling information for NEtAPD AFF A220 B ......cooiiiiiiiiieeiiie ettt ettt nnee s 11
Table 9) Cabling information for CISCO UCS FI-6324 A. ..ottt e e et e e e e e e e e ee e e e e e nneaeeeas 11
Table 10) Cabling information for CiSCO UCS FI-6324 B. ........ccoiiuiiiiiiiie ittt saae e s ttee e e st e e s snaeeesnnaeeeas 11
LI Lo (0 ) I = Lo [U L= To BV A A L3RR 12
Table 12) VMware standard vSwitches created for the SOIULION. ............ooiiiii i 12
Table 13) VMware Infrastructure VMs created for the SOIULION. ...........c.eiiiiiiiiiiiiie e e 12
Table 14) Nexus 9.3(5) configuration iNfOrMAatION...........uuiiii i e e e e e s s e e e e e e s e nnneaeeeas 13
Table 15) ONTAP 9.7 installation and configuration iNfOrMation. .............oocuviiiiiiiiiiiie e 20
Table 16) Information required for NFS CONfIQUIALION. .......ooviiiiiiiiieiiiie et 31
Table 17) Information required for ISCSI CONfIQUIALION. ........coiiiieiiiiiie e e e e e e e s e eeeaeeeas 33
Table 18) Information required for NFS CONfIQUIALION. .........coiiiiiiiiiiiii e 34
Table 19) Information required for SVM administrator addition. .............occuueeiiiiiiiiiie e 35
Table 20) Information needed to complete the Cisco UCS initial configuration on 6324 A..........cccccoviiiiiieeeeiiinniiineen. 36
Table 21) Information needed to complete the Cisco UCS initial configuration on 6324 B..........cccccovviiiiieiieeiiiniiinenen. 37
Table 22) SnapCenter Plug-in for VMware vSphere network port reqUIremMents. ........cc.cooiuiiieeieeninniiiieeeee e 112
Table 23) SnapCenter Plug-in for VMware vSphere license reqUIr€mMENtS. .........cccuuvieieeeeiiciiiiieeee e esiiieeeeeeeeseeneeeas 112
Table 24) SAN boot and OS INSTAAION TEST. ....c.iiiiiiiiiiie e e e e e e st e e e e e e s s nnre e e e e e e e eanneneeeas 138
Table 25) SAN boot with only one available path teSt. ........cooi e 139
Table 26) SAN boot after service profile migration to a new blade test. ..o 139
Table 27) Fabric INterCONNECE rEDOOT LEST. .......eeiiiee e e e e e et e e e e e e s s bbb e e e e e e e e nnreeeeas 140
Table 28) Fabric Interconnect Uplink fAIUFES tEST. .........ueiiiiiiie et 140
Table 29) Fabric Interconnect port @VACUALION TESL. ........ciiii ittt e e e e e e e e e e nnreeeeas 141
Table 30) Switch minimum Fabric Interconnect uplink traffic teSt. ...........c.ueiiii i 141
Table 31) Switch Fabric Interconnect fabric SWItChING tESt. .......cocuuiiiiiiiii e 142
Table 32) Switch peer virtual port channel traffic tEST. ........ooii i 142

Table 33) Switch reboot test

3 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.
VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS



Table 34) Storage lINK fAIIUIE tEST. ... .o ettt ettt e e e e e e ettt e e e e e s e s baee e e e e e e s aannntaeeeaaeeaannenneeas 144

Table 35) Storage CONLroller fAlOVET TEST. .........eii i e s 144
Table 36) Storage CONLIOIEN FTESEE TEST. ......vii ettt et e e et e s e e e s nr e e e s e e e e nenes 145
Table 37) Storage diSK fAIlUIE TEST. ......eiii e e e e e e e e e e e e e e e s et ar e e e e e e s aaabtaeeeeeesaannsaaeeas 145
Table 38) VIMWAIE VIMIOTION TEST. ... ..uuiiiiiee it e e ee ettt e e e e ettt e e e e e e ettt e e e e e e s e tbaaeeeeeeesasbaaseeeeeesaassataeeeeeesaannsraeeas 146
Table 39) VMware Storage VIMOLION tEST. ........uuiiiiie ittt ettt e e e e e e e e e e et e e e e e e s et b e r e e e e e e s s sabaaereeeeseannrreeeas 146
Table 40) VMware high availabilify TESt. ..........uiiiiii e e e e e e e s e r e e e e s e e aaraaee s 147
Table 41) VMware storage vMotion with Storage QOS TEST........cociiiiiiiiiie it 147
4 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.

VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS



Program summary

Industry trends indicate that a vast data center transformation is occurring towards a hybrid cloud
infrastructure with on-premises shared infrastructure, cloud computing, and the connectivity enabled by
data fabric powered by NetApp® to seamlessly provide data where it is needed. In addition, organizations
seek a simple and effective solution for remote and branch offices that uses technology that they are
familiar with in their data center.

FlexPod® Express with Cisco UCS Mini and NetApp AFF/FAS is a predesigned, best practice architecture
that is built on the Cisco Unified Computing System (Cisco UCS), the Cisco Nexus family of switches, and
NetApp storage technologies. The components in a FlexPod Express system are like their FlexPod
Datacenter counterparts, enabling management synergies across the complete IT infrastructure
environment on a smaller scale. FlexPod Datacenter and FlexPod Express are optimal platforms for
virtualization and for bare-metal operating systems and enterprise workloads.

FlexPod Datacenter and FlexPod Express deliver a baseline configuration and have the flexibility to be
sized and optimized to accommodate many different use cases and requirements. Existing FlexPod
Datacenter customers can manage their FlexPod Express system with the same set of tools they are
familiar with. New FlexPod Express customers can easily scale and manage their FlexPod solutions as
they scale and grow their environment.

FlexPod Express is an optimal infrastructure foundation for remote and branch offices and for small to
midsize businesses. It is also an optimal solution for customers who want to provide infrastructure for a
dedicated workload. FlexPod Express provides an easy-to-manage infrastructure that is suitable for
almost any workload.

Solution overview

This FlexPod Express solution is part of the FlexPod Converged Infrastructure program.

FlexPod Converged Infrastructure program

FlexPod reference architectures are delivered as Cisco Validated Designs (CVDs) or NetApp Verified
Architectures (NVASs). Based on customer requirements, you can update a given CVD or NVA
configuration to meet customer needs as long as the changes do not create an unsupported
configuration.

As depicted in Figure 1, the FlexPod program includes two solutions: FlexPod Express and FlexPod
Datacenter.

FlexPod Express offers customers an entry-level solution with technologies available from Cisco and
NetApp.

FlexPod Datacenter delivers an optimal multipurpose foundation for various workloads and applications
for the data center.
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Figure 1) FlexPod portfolio.

The FlexPod Portfolio

A prevalidated, flexible platform that features

FlexPod® Express FlexPod Datacenter
Remote office or branch Enterprise apps, unified
office, retail, small and infrastructure, and

midsize business, and edge virtualization

NetApp Verified Architecture program

The NVA program offers customers a verified architecture for NetApp solutions. An NVA provides a
NetApp solution architecture with the following qualities:

e Thoroughly tested

e Prescriptive in nature

¢ Minimized deployment risks

e Accelerated time to market

This guide details the deployment of VMware vSphere 7.0 on FlexPod Express with UCS Mini and

NetApp AFF / FAS storage. The following sections list the components used for the deployment of this
solution.

Hardware components
e Cisco UCS Mini

e Cisco UCS B200 M5

e Cisco Nexus 31108PC-V
e NetApp AFF A220

Software components

e Cisco NXOS Firmware 9.3(5)

e Cisco UCS Manager 4.1(2a)

e NetApp ONTAP® 9.7

o NetApp Virtual Storage Console 9.7.1

e NetApp SnapCenter® Plug-In for VMware vSphere 4.4
e NetApp Active IQ Unified Manager 9.7P1

e VMWare vSphere 7.0
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Solution technology

This solution leverages technologies from NetApp, Cisco, and VMware. It features NetApp AFF A220
running ONTAP 9.7, dual Cisco Nexus 31108PC-V switches, and Cisco UCS B200 M5 servers that run
VMware vSphere 7.0. Figure 2 shows an architecture of this validated solution. The AFF A220 is directly
attached to the UCS 6324 in chassis Fabric Interconnects, shown next to the UCS Mini chassis in the
figure for cabling illustrations.

Figure 2) FlexPod Express for VMware vSphere 7 with Cisco UCS Mini and NetApp AFF/FAS architecture.
~-.VPC

Cisco
Nexus
31108PC-V

Cisco

UCS Mini
with FI-6324
and B200 M5

Legend
—— I/O (NFS /iSCSI)
—— F| Uplink
vPC Peer Link
——— Cluster Interconnect

NetApp
AFF A220

During normal operations, the storage data path from the vSphere 7.0 hosts, running on the UCS B200
M5 blades, to storage are going from the virtual NIC connected to the UCS 6324 Fabric Interconnect to
the AFF A220 storage directly without going through the FI uplink ports and switches. However, for
certain failure scenarios the storage data will traverse the Fl uplink ports and across the vPC peer links, if
necessary, in order to reach storage for continued data services.

For deployments into existing network infrastructures that are compliant, you can connect the Fabric
Interconnect uplinks to 10GbE ports in the existing network infrastructure without the Cisco Nexus
31108PC-V switches shown in the architecture diagram.

For applications or solutions that do not require high storage data bandwidth, the existing network
infrastructure can be 1GbE speed if it is sufficient for the solution design.

Use-case summary
You can apply the FlexPod Express solution to several use cases, including the following:
. ROBOs

¢ Small and midsize businesses
e Environments that require a dedicated and cost-effective solution
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FlexPod Express is ideal for virtualized and mixed workloads.

Technology requirements

A FlexPod Express system requires a combination of hardware and software components. In addition to
the required hardware and software components, you can add additional hardware components to scale
up the solution. Furthermore, you can add additional software and applications to help manage the
solution or provide additional functionalities.

Hardware requirements

Depending on your business requirements, you can use different hypervisors on the same reference
FlexPod Express with UCS Mini hardware configuration.

Table 1 lists the reference hardware components for a FlexPod Express with UCS Mini configuration.

Table 1) Hardware requirements for the base FlexPod Express with UCS Mini configuration.

Hardware Quantity
AFF A220, AFF C190, or FAS 2700 series HA pair 1
Cisco Nexus 3000 series switches 2
Cisco UCS Mini with two UCS-FI-M-6324 in chassis Fabric Interconnects 1
Cisco UCS B200 M5 server with Virtual Interface Card (VIC) 1440/ 1340 2

Note: The actual hardware components that are selected for a solution implementation can vary based
on customer requirements. For example, instead of using an AFF A220 HA pair, you can use an
AFF C190 HA pair or a FAS 2700 series controller HA pair to meet the performance or cost
requirements.

Note: The rest of this deployment guide assumes the use of an AFF A220 HA pair for storage and a
pair of Cisco Nexus 31108PC-V switches for networking.

Note: The management network and console connections for the FlexPod components are assumed to
be connected to an existing infrastructure, which is deployment specific, and therefore not
documented in this deployment guide.

For a customer deployment scenario where the environment already has an existing network
infrastructure with compliant switches that meet the requirements below, you can replace the Cisco
Nexus 3000 series switches with the compliant switches as shown in Table 2.

e The switches must support 802.1Q VLAN tagging and be configured to pass the required VLAN traffic
between the two Fabric Interconnects.

e The switches should be in a redundant configuration and configured with the equivalent of Cisco
virtual port channel (vPC) functionality. Not meeting this requirement will make the solution not
available during switch reboot, upgrade, or failure scenarios.

e ltis preferred that the switches have two available 10GbE ports each for the UCS 6324 Fabric
Interconnect uplinks. However, if the existing infrastructure supports only 1GbE speed and the 1GbE
speed meets the solution requirements, then you can use the 1GbE ports on the switches with proper
supporting hardware and configurations.

Table 2) Hardware requirements for the FlexPod Express with UCS Mini using a compliant switches configuration.

Hardware Quantity

AFF A220, AFF C190, or FAS 2700 series HA pair 1

Compliant network switches 2

Cisco UCS Mini with two integrated UCS-FI-M-6324 Fabric Interconnects 1
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Hardware Quantity
Cisco UCS B200 M5 server with Virtual Interface Card (VIC) 1440 / 1340 2

See the specific switch vendor documentation for information about implementing the required switch
configurations by using this document as a reference guide.

Software requirements

Table 3 lists the software components that are required to implement the base FlexPod Express with
UCS Mini solution.

Table 3) Software requirements for the base FlexPod Express with UCS Mini implementation.

Software Version Details

Cisco UCS Manager 4.1(2a) For Cisco UCS 6324 Fabric Interconnects
Cisco blade software 4.1(2a) For UCS B200 M5 servers

Cisco nenic driver 1.0.33.0 For VIC 1440 / 1340 interface cards
Cisco NX-0S 9.3(5) For Cisco Nexus 31108PC-V switches
NetApp ONTAP 9.7 For AFF A220 controllers

Table 4 lists the software that is required for a VMware vSphere implementation on FlexPod Express with
UCS Mini.

Table 4) Software requirements for a VMware vSphere 7.0 implementation on the FlexPod Express with UCS Mini.

Software Version
VMware vSphere ESXi hypervisor 7.0
VMware vCenter server appliance 7.0
NetApp VAAI Plug-In for ESXi 1.1.2
NetApp Virtual Storage Console 9.7.1
NetApp SnapCenter Plug-In for VMware vSphere 4.4
NetApp Active IQ Unified Manager 9.7P1

Cabling information

The reference validation cabling details are shown in Figure 3 and Table 5 through Table 10. For this
deployment guide, the console and management network of the FlexPod components are connected to
the existing console and management network and are not documented in the cabling information below.
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Figure 3) Reference validation components and cabling.

Cisco Nexus
31108PC-V A

Cisco Nexus
31108PC-V B

NetApp AFF A220 A NetApp AFF A220 B

Table 5) Cabling information for Cisco Nexus 31108PC-V switch A.

Local Local Remote Device Remote Port
Device Port
Cisco Nexus Ethl/1 Remote switch for in-band management network uplink | deployment specific
81108PC-VA ' Eth1/11 | Cisco UCS Mini FI-6324 A Eth1/1

Eth1/12 Cisco UCS Mini FI-6324 B Ethl/1

Eth1/53 Cisco Nexus 31108PC-V B Eth1/53

Eth1/54 Cisco Nexus 31108PC-V B Eth1/54

Table 6) Cabling information for Cisco Nexus 31108PC-V B.

Local Local Remote Device Remote Port
Device Port
Cisco Nexus Eth1/1 Remote switch for in-band management network deployment specific
81108PC-VB  Eth1/11 | Cisco UCS Mini FI-6324 A Eth1/2

Eth1/12 Cisco UCS Mini FI-6324 B Eth1/2

Eth1/53 Cisco Nexus 31108PC-V A Eth1/53

Eth1/54 Cisco Nexus 31108PC-V A Eth1/54

Table 7) Cabling information for NetApp AFF A220 A.

Local Local Remote Device Remote Port
Device Port
NetApp ela NetApp AFF A220 B ela
AFFA220A | e0b NetApp AFF A220 B e0b
e0c Cisco UCS-mini FI-6324 A Eth1/3
10 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.
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Local Local Remote Device Remote Port
Device Port

e0d Cisco UCS-mini FI-6324 B Eth1/3

Table 8) Cabling information for NetApp AFF A220 B.

Local Local Remote Device Remote Port
Device Port
NetApp ela NetApp AFF A220 A ela
AFFA220B  eob NetApp AFF A220 A eOb

eOc Cisco UCS-mini FI-6324 A Eth1/4

e0d Cisco UCS-mini FI-6324 B Eth1/4

Table 9) Cabling information for Cisco UCS FI-6324 A.

Local Local Remote Device Remote Port
Device Port
Cisco UCS Eth1/1 Cisco NX 31108PC-V A Eth1/11
FI-6324 A Eth1/2 Cisco NX 31108PC-V B Eth1/11
Eth1/3 NetApp AFF A220 A eOc
Ethl/4 NetApp AFF A220 B eOc

Table 10) Cabling information for Cisco UCS FI-6324 B.

Local Local Remote Device Remote Port
Device Port
Cisco UCS Eth1/1 Cisco NX 31108PC-V A Eth1/12
FI-6324 B Eth1/2 Cisco NX 31108PC-V B Eth1/12
Eth1/3 NetApp AFF A220 A e0d
Eth1/4 NetApp AFF A220 B e0d

Deployment procedures

This document provides details for configuring a fully redundant, highly available FlexPod Express
system. To reflect this redundancy, the components being configured in each step are referred to as
either component A or component B, or -01 and -02 in naming. For example, storage controller A and
storage controller B identify the two NetApp storage controllers that are provisioned in this document.
Switch A and switch B identify a pair of Cisco Nexus switches.

In addition, this document describes steps for provisioning multiple Cisco UCS hosts, which are identified
as server A, server B, or -01 and -02 in naming.

To indicate that you should include information pertinent to your environment in a step, <text> appears
as part of the command structure. See the following example for the vian create command:

network port vlan create -node <var_ nodeA> -vlan-name <var_vlan-name>

This document enables you to fully configure the FlexPod Express environment. In this process, various
steps require you to insert deployment-specific naming conventions, IP addresses, and virtual local area
network (VLAN) schemes. Table 11 describes the VLANSs required for deployment, as outlined in this
guide. This table can be completed based on the specific site information and used to implement the
document configuration steps.
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Note:

Table 11) Required VLANS.

For this validation, existing network infrastructure is used for the out-of-band management
connectivity of the FlexPod components and those details are not included in this guide.

VLAN Name
Native VLAN

In-band Management VLAN

NFS-VLAN
iISCSI-A-VLAN
iSCSI-B-VLAN

VMware vMotion VLAN

VM traffic VLAN

VLAN Purpose

VLAN to which untagged frames are assigned
VLAN for in-band management interfaces

VLAN for NFS traffic
VLAN for iSCSI traffic on fabric A
VLAN for iSCSI traffic on fabric B

VLAN ID
2

3319
3320
3336
3337

VLAN designated for the movement of virtual machines | 3340

(VMs) from one physical host to another

VLAN for VM application traffic

3341

The VLAN numbers are needed throughout the configuration of FlexPod Express. The VLANSs are
referred to as <var xxx vlan id>, where xxx is the purpose of the VLAN (such as iSCSI-A).
Substitute those variables with the VLAN IDs appropriate for the deployment environment.

There are various management tools and ways to manage and deploy a VMware solution. This NVA
provides information on deploying the basic VMware infrastructure. Table 12 lists the three standard
virtual switches created for this solution and Table 13 lists the infrastructure VMs deployed.

Table 12) VMware standard vSwitches created for the solution.

vSwitch Name Adapters
vSwitchO vmnicO, vmnicl

iScsiBootvSwitch vmnic2

iScsiBootvSwitch-B | vmnic3

Table 13) VMware Infrastructure VMs created for the solution.

VM Description

VMware vCenter Server

NetApp Virtual Storage Console
NetApp Active IQ Unified Manager

Failover Order

For the Management Network
and VM Network port groups,
the failover order is configured
for active/active configuration.
For the NFS and vMotion port
groups, the failover order is
configured for active/passive,
with the NFS traffic active on
vmnicO / fabric A and the
vMotion traffic active on vmnicl
/ fabric B.

N/A
N/A

Host Name
vcenter.nva.local
vsc.nva.local
aiqum.nva.local

Cisco Nexus 31108PC-V deployment procedure

The following section details the Cisco Nexus 331108PC-V switch configuration used in a FlexPod
Express environment.
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Initial setup of Cisco Nexus 31108PC-V switch

The following procedures describe how to configure the Cisco Nexus switches for use in a base FlexPod

Express environment.

Note: This procedure assumes that you are using a Cisco Nexus 31108PC-V running NX-OS software

release 9.3(5).

Table 14) Nexus 9.3(5) configuration information.

Switch Detail

Switch administrator password
Switch A name

Switch B name

Switch A management IP address
Switch B management IP address
Switch management netmask

Switch management gateway

Switch NTP server

Switch A NTP distribution interface IP
Switch B NTP distribution interface IP
In-band management VLAN netmask length

Switch Detail Value
<var_admin_password>
<var_switchname_a>
<var_switchname_b>
<var_switch_ip_a>
<var_switch_ip_b>
<var_switch_netmask>
<var_switch_gateway>
<var_ntp_ip>
<var_switch_ntp_ip_a>
<var_switch_ntp_ip_b>
<var_ib_mgmt_vlan_netmask_length>

1. After initial boot and connection to the console port of the switch, the Cisco NX-OS setup
automatically starts. This initial configuration addresses basic settings, such as the switch name, the
mgmt0 interface configuration, and Secure Shell (SSH) setup.

2. You can configure the FlexPod Express out-of-band management network in multiple ways. In this
deployment guide, the FlexPod Express Cisco Nexus 31108PC-V switches are connected to an
existing out-of-band management network. Layer 3 network connectivity is required between the out-

of-band and in-band management subnets.

3. To configure the Cisco Nexus 31108PC-V switches, power on the switch and follow the on-screen
prompts, as illustrated here for the initial setup of both the switches, substituting the variables below
with the appropriate information for switches A and B.

---- System Admin Account Setup ----

Do you want to enforce secure password standard

(yes/no) [yl: y

Enter the password for "admin": <var_ admin password>
Confirm the password for "admin": <var admin password>

---- Basic System Configuration Dialog VDC: 1 ----

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management

of the system.

Please register Cisco Nexus9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus9000 devices must be registered to receive

entitled support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime

to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]:
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Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : <var switchname>
Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]l: y
MgmtO IPv4 address : <var switch ip a / var switch ip b>
MgmtO IPv4 netmask : <var_ switch netmask>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <var switch gateway>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n
Enable the ssh service? (yes/no) [yl: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: 1024
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <var ntp server>
Configure default interface layer (L3/L2) [L2]: L2

Configure default switchport interface state (shut/noshut) [noshut]: shut

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]: strict

4. A summary of your configuration is displayed, and you are asked if you would like to edit the
configuration. If your configuration is correct, enter n.

‘Would you like to edit the configuration? (yes/no) [n]: n

5. You are then asked if you would like to use this configuration and save it. If so, enter y.

Use this configuration and save it? (yes/no) [yl: y

Enable advanced features
You must enable certain advanced features in Cisco NX-OS to provide additional configuration options.

6. To enable the appropriate features on Cisco Nexus switch A and switch B, enter configuration mode
using the command config t and run the following commands:

feature interface-vlan
feature lacp

feature 1lldp

feature udld

feature vpc

Note: The default port channel load-balancing hash uses the source and destination IP addresses to
determine the load-balancing algorithm across the interfaces in the port channel. You can
achieve better distribution across the members of the port channel by providing more inputs to
the hash algorithm beyond the source and destination IP addresses. For the same reason,
NetApp highly recommends adding the source and destination TCP ports to the hash algorithm.

From configuration mode (config t), enter the following commands to set the global port channel load-
balancing configuration on Cisco Nexus switch A and switch B:

port-channel load-balance src-dst ip-l4port
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Perform global spanning-tree configuration

The Cisco Nexus platform uses a protection feature called bridge assurance. Bridge assurance helps
protect against a unidirectional link or other software failure with a device that continues to forward data
traffic when it is no longer running the spanning-tree algorithm. You can place ports in one of several
states, including network or edge, depending on the platform.

NetApp recommends setting bridge assurance so that all ports are network ports by default. This setting
forces the network administrator to review the configuration of each port. It also reveals the most common
configuration errors, such as unidentified edge ports or a neighbor that does not have the bridge
assurance feature enabled. In addition, it is safer to have the spanning tree block many ports rather than
too few, which allows the default port state to enhance the overall stability of the network.

Pay close attention to the spanning-tree state when adding servers, storage, and uplink switches,
especially if they do not support bridge assurance. In such cases, you might need to change the port type
to make the ports active.

The Bridge Protocol Data Unit (BPDU) guard is enabled on edge ports by default as another layer of
protection. To prevent loops in the network, this feature shuts down the port if BPDUs from another switch
are seen on this interface.

From configuration mode (config t), run the following commands to configure the default spanning-tree
options, including the default port type, BPDU guard, and BPDU filter on Cisco Nexus switch A and switch
B:

spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default

Configure NTP server

From the configuration mode, configure NTP server.

ntp server <var_ntp ip> use-vrf management
ntp master 3

Define VLANS

Before individual ports with different VLANs are configured, you must define the layer-2 VLANs on the
switch. It is also a good practice to name the VLANSs for easy troubleshooting in the future.

From configuration mode (config t), run the following commands to define and describe the layer-2
VLANS on Cisco Nexus switch A and switch B:

vlan <var native vlan_id>
name NATIVE-VLAN

vlan <var_ ib mgmt vlan id>
name IB-MGMT-VLAN

vlan <var nfs vlan id>
name NFS-VLAN

vlan <var_iscsi_a vlan_ id>
name iSCSI-A-VLAN

vlan <var iscsi b vlan id>
name iSCSI-B-VLAN

vlan <var vmotion vlan id>
name vMotion-VLAN

vlan <var vm traffic vlan id>
name VM-Traffic-VLAN

exit
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Note: For this design, the normal iSCSI traffic between the B200 series servers and the storage
controllers do not need to pass through the Nexus switches. As a result, there is no need to
include iSCSI VLANs on the switches.

Add NTP distribution interface

Cisco Nexus switch A

From the global configuration mode, execute the following commands.

interface Vlan<var_ib mgmt vlan_id>

ip address <var switch ntp ip a>/<var ib mgmt vlan netmask length>
no shutdown

exit

ntp peer <var switch ntp ip b> use-vrf default

Cisco Nexus switch B

From the global configuration mode, execute the following commands.

interface Vlan<var ib mgmt vlan id>

ip address <var switch ntp ip b>/<var ib mgmt vlan netmask length>
no shutdown

exit

ntp peer <var switch ntp ip a> use-vrf default

Configure port descriptions

As is the case with assigning names to the layer-2 VLANS, setting descriptions for all the interfaces can
help with both provisioning and troubleshooting.

From configuration mode (config t) in each of the switches, enter the following port descriptions for the
FlexPod Express configuration:

Cisco Nexus switch A

int ethl/1
description IB-MGMT-VLAN uplink
int ethl/11
description Cisco UCS FI-A ethl/1
int ethl/12
description Cisco UCS FI-B ethl/1
int ethl/53
description vPC peer-1link 31108PCV-B ethl/53
int ethl/54
description vPC peer-1link 31108PCV-B ethl/54

Cisco Nexus switch B

int ethl/1

description IB-MGMT-VLAN uplink
int ethl/11

description Cisco UCS FI-A ethl/2
int ethl/12

description Cisco UCS FI-B ethl/2
int ethl/53

description vPC peer-link 31108PCV-A ethl/53
int ethl/54

description vPC peer-1link 31108PCV-A ethl/54
exit
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Perform virtual port channel global configuration

A virtual port channel (vPC) enables links that are physically connected to two different Cisco Nexus
switches to appear as a single port channel to a third device. The third device can be a switch, server, or
any other networking device. A vPC can provide layer-2 multipathing, which allows you to create
redundancy by increasing bandwidth, enabling multiple parallel paths between nodes, and load-balancing
traffic where alternative paths exist.

A vPC provides the following benefits:

e Enabling a single device to use a port channel across two upstream devices

e Eliminating spanning-tree-protocol blocked ports

e Providing a loop-free topology

e Using all available uplink bandwidth

e Providing fast convergence if either the link or a device fails

e Providing link-level resiliency

¢ Helping provide high availability

The vPC feature requires some initial setup between the two Cisco Nexus switches to function properly.

From configuration mode (config t), run the following commands to configure the vPC global
configuration for both switches:

Cisco Nexus switch A

vpc domain 1
peer-switch
role priority 10
peer-keepalive destination <var switch ip b> source <var switch ip a>
delay restore 150
peer—-gateway
auto-recovery
ip arp synchronize

int Pol0

description vPC peer-1link

switchport mode trunk

switchport trunk native vlan <var native vlan_ id>

switchport trunk allowed vlan
<var_ib mgmt vlan id>,<var nfs vlan id>,<var iscsi a vlan id>,<var iscsi b vlan id>,<var vmotion
vlan id>,<var_vmtraffic vlan id>

spanning-tree port type network

vpc peer-link

no shut

int ethl/53-54
channel-group 10 mode active

int Poll
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <var native vlan id>
switchport trunk allowed vlan
<var_ib mgmt vlan id>,<var nfs vlan id>,<var iscsi_a vlan id>,<var_iscsi b vlan id>,<var_vmotion
vlan id>,<var vmtraffic vlan_ id>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

int ethl/11
channel-group 11 mode active

int Pol2
description vPC ucs-FI-B
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switchport mode trunk

switchport trunk native vlan <var native vlan id>

switchport trunk allowed vlan
<var_oob_mgmt vlan id>,<var_nfs vlan_ id>,<var_iscsi a vlan id>,<var_iscsi_b vlan_ id>,<var_vmotion
_vlan_id>,<var_vmtraffic_vlan_ id>

spanning-tree port type edge trunk

mtu 9216

vpc 12

no shut

int ethl/12
channel-group 12 mode active

exit
exit

Cisco Nexus switch B

vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <var switch ip a> source <var switch ip b>
delay restore 150
peer-gateway
auto-recovery
ip arp synchronize

int Pol0

description vPC peer-link

switchport mode trunk

switchport trunk native vlan <var native vlan id>

switchport trunk allowed vlan
<var_oob_mgmt vlan id>,<var_nfs vlan id>,<var iscsi a vlan id>,<var_iscsi b vlan_ id>,<var_vmotion
_vlan_id>,<var vmtraffic_vlan id>

spanning-tree port type network

vpc peer-link

no shut

int ethl/53-54
channel-group 10 mode active

int Poll
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <var native vlan_ id>
switchport trunk allowed vlan
<var_oob mgmt vlan>,<var nfs vlan id>,<var iscsi a vlan id>,<var_ iscsi b vlan id>,<var_vmotion vl
an_id>,<var _vmtraffic vlan id>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

int ethl/11
channel-group 11 mode active

int Pol2
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <var native vlan id>
switchport trunk allowed vlan
<var_oob mgmt vlan>,<var nfs vlan id>,<var iscsi a vlan_ id>,<var iscsi b vlan id>,<var vmotion vl
an_id>,<var vmtraffic vlan id>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut

int ethl/12
channel-group 12 mode active
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exit }
‘exit |

Note: In this solution validation, a maximum transmission unit (MTU) of 9000 was used. However,
based on application requirements, you can configure an appropriate value of MTU. Itis
important to set the same MTU value across the FlexPod solution. Incorrect MTU configurations
between components result in packets being dropped.

Uplink into existing network infrastructure

Depending on the available network infrastructure, several methods and features can be used to uplink
the FlexPod environment. If an existing Cisco Nexus environment is present, NetApp recommends using
VvPCs to uplink the Cisco Nexus 31108 switches included in the FlexPod environment into the
infrastructure. The uplinks can be 10GbE uplinks for a 10GbE infrastructure solution or 1GbE for a 1GbE
infrastructure solution, if required.

For this deployment guide, a single 10GbE uplink to existing network is provided for the in-band
management network from each switch.

int ethl/1
description IB-MGMT-VLAN uplink
switchport mode trunk
switchport trunk allowed vlan <var ib mgmt vlan id>
spanning-tree port type network
speed 10000

Save switch configuration

After the configuration is completed on the switches, be sure to exit the configuration mode and run copy
start to save the configuration.

copy running-config startup-config

NetApp storage deployment procedure (part 1)
This section describes the NetApp AFF storage deployment procedure.

NetApp storage controller AFF A220 installation

NetApp Hardware Universe

The NetApp Hardware Universe (HWU) application provides supported hardware and software
components for any specific ONTAP version. It provides configuration information for all the NetApp
storage appliances currently supported by ONTAP software. It also provides a table of component
compatibilities.

Confirm that the hardware and software components that you would like to use are supported with the
version of ONTAP that you plan to install:

Access the HWU application to view the system configuration guides. Click the Platforms tab to view the
compatibility between different versions of the ONTAP software and the NetApp storage appliances with
your desired specifications.

Alternatively, to compare components by storage appliance, click Compare Storage Systems.
Controller AFF A220 prerequisites

To plan the physical location of the storage systems, see the NetApp Hardware Universe. Refer to the
following sections:
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Controller AFF A220 prerequisites
e Electrical Requirements

e Supported Power Cords

e Onboard Ports and Cables

Storage controllers

Follow the physical installation procedures for the controllers in the AFF A220 Documentation.

NetApp ONTAP 9.7

Configuration worksheet

Before running the setup script, complete the configuration worksheet from the product manual. The
configuration worksheet is available in the ONTAP 9 Software Setup Guide (available in the ONTAP 9
Documentation Center).

Note: This system is set up in a two-node switchless cluster configuration.

Table 15) ONTAP 9.7 installation and configuration information.

Cluster Detail Cluster Detail Value
Cluster node A IP address <var_nodeA_mgmt_ip>
Cluster node A SP address <var_nodeA_sp_ip>

Cluster node A netmask <var_nodeA_mgmt_mask>
Cluster node A gateway <var_nodeA_mgmt_gateway>
Cluster node B IP address <var_nodeB_mgmt_ip>
Cluster node B SP address <var_nodeB_sp_ip>

Cluster node B netmask <var_nodeB_mgmt_mask>
Cluster node B gateway <var_nodeB_mgmt_gateway>
ONTAP 9.7 URL <var_url_boot_software>
Name for cluster <var_clustername>

Cluster administrator password <var_clustermgmt_password>
Cluster management IP address <var_clustermgmt_ip>
Cluster management gateway <var_clustermgmt_gateway>
Cluster management netmask <var_clustermgmt_mask>
Cluster feature license keys <var_licensekeys>

Domain name <var_domain_name>

DNS server IP (you can enter more than one) <var_dns_server_ip>

NTP server IP (you can enter more than one) <var_ntp_server_ip>
Controller location <var_controller_location>

To initialize controller A (node A) and controller B (hode B), use two serial console port program sessions
to communicate with the storage controller A and controller B, respectively.
Initialize node A

To initialize node A, complete the following steps:
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1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the
storage system is in a reboot loop, press Ctrl-C to exit the autoboot loop when you see this message:

‘ Starting AUTOBOOT press Ctrl-C to abort.. ’

2. Allow the system to boot.

‘ autoboot ’

3. Press Ctrl-C to enter the Boot menu.

Note: If ONTAP 9.7 is not the version of software being booted, continue with the following steps to
install new software. If ONTAP 9.7 is the version being booted, select option 8 and y to
reboot the node. Then, continue with step 13.

To install new software, select option 7.

Enter y to perform an upgrade.

Select eOM for the network port you want to use for the download.
Enter y to reboot now.

© N o g &

Enter the IP address, network mask, and default gateway for eOM in their respective places.

<var_nodeA mgmt_ ip> <var nodeA mgmt mask> <var_ nodeA mgmt gateway> ‘

9. Enter the URL where the software can be found.
Note: This web server must be pingable.

<var_url boot software> ‘

10. Press Enter for the user name, indicating no user name.
11. Enter y to set the newly installed software as the default to be used for subsequent reboots.
12. Enter y to reboot the node.

Note: When installing new software, the system might perform firmware upgrades to the BIOS and
adapter cards, causing reboots and possible stops at the Loader-A prompt. If these actions
occur, the system might deviate from this procedure.

13. Press Ctrl-C to enter the Boot menu.

14. Select option 4 for Clean Configuration and Initialize All Disks.
15. Enter y to zero disks, reset config, and install a new file system.
16. Enter y to erase all the data on the disks.

Note: The initialization and creation of the root aggregate can take 90 minutes or more to complete,
depending on the number and type of disks attached. When initialization is complete, the
storage system reboots. Note that SSDs take considerably less time to initialize. You can
continue with the node B configuration while the disks for node A are zeroing.

17. While node A is initializing, begin the initializing procedures for node B.

Initialize node B
To initialize node B, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-B prompt. However, if the
storage system is in a reboot loop, press Ctrl-C to exit the autoboot loop when you see this message:

‘ Starting AUTOBOOT press Ctrl-C to abort.. ’

2. Allow the system to boot.

‘ autoboot ’

3. Press Ctrl-C to enter the Boot menu.
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Note: If ONTAP 9.7 is not the version of software being booted, continue with the following steps to
install new software. If ONTAP 9.7 is the version being booted, select option 8 and vy to
reboot the node. Then, continue with step 13.

To install new software, select option 7.

Enter y to perform an upgrade.

Select eOM for the network port you want to use for the download.
Enter y to reboot now.

© N o g ks

Enter the IP address, network mask, and default gateway for eOM in their respective places.

<var_nodeB_mgmt_ ip> <var nodeB_mgmt_ ip> <var nodeB_mgmt gateway>

9. Enter the URL where the software can be found.
Note: This web server must be pingable.

<var_url boot software>

10. Press Enter for the user name, indicating no user name.
11. Enter y to set the newly installed software as the default to be used for subsequent reboots.
12. Enter y to reboot the node.

Note: When installing new software, the system might perform firmware upgrades to the BIOS and
adapter cards, causing reboots and possible stops at the Loader-B prompt. If these actions
occur, the system might deviate from this procedure.

13. Press Ctrl-C to enter the Boot menu.

14. Select option 4 for Clean Configuration and Initialize All Disks.
15. Enter y to zero disks, reset config, and install a new file system.
16. Enter y to erase all the data on the disks.

Note: The initialization and creation of the root aggregate can take 90 minutes or more to complete,
depending on the number and type of disks attached. When initialization is complete, the
storage system reboots. Note that SSDs take considerably less time to initialize.

Configure node A and create cluster

After the clean configuration and initialize all disks procedures are completed on the controller node, the
node setup script appears when ONTAP 9.7 boots on the node for the first time. Proceed with the
following steps when the node setup script wizards have started on both nodes.

Note: While the NetApp ONTAP System Manager can be used to configure the cluster after the basic
network configuration information is provided for node A, this documentation describes using the
CLI to complete the configuration.

1. Follow the prompts to set up node A.

Welcome to the cluster setup wizard.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.

This system will send event messages and periodic reports to NetApp Technical
Support. To disable this feature, enter

autosupport modify -support disable

within 24 hours.
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Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.

For further information on AutoSupport, see:
http://support.netapp.com/autosupport/

Type yes to confirm and continue {yes}: yes

Enter the node management interface port [e0M]:

Enter the node management interface IP address: <var nodeA mgmt ip>

Enter the node management interface netmask: <var_nodeA mgmt_ mask>

Enter the node management interface default gateway: <var nodeA mgmt gateway>

A node management interface on port eOM with IP address <var nodeA mgmt ip> has been created.

Use your web browser to complete cluster setup by accessing
https://<var nodeA mgmt ip>

Otherwise, press Enter to complete cluster setup using the command line
interface:

2. Press Enter to complete cluster setup using the CLI.
3. Follow the prompts to set up a cluster with node A.

Do you want to create a new cluster or join an existing cluster? {create, join}: create
Do you intend for this node to be used as a single node cluster? {yes, no} [no]: no
Existing cluster interface configuration found:

Port MTU Ip Netmask
ela 9000 169.254.58.158 255.255.0.0
e0b 9000 169.254.194.220 255.255.0.0

Do you want to use this configuration? {yes, no} [yes]: yes
Enter the cluster administrator's (username "admin") password: <var clustermgmt password>
Retype the password: <var clustermgmt password>

Step 1 of 5: Create a Cluster
You can type "back", "exit", or "help" at any question.

Enter the cluster name: <var clustername>

Creating cluster <var_clustername>

Cluster <var_clustername> has been created.

Step 2 of 5: Add Feature License Keys
You can type "back", "exit", or "help" at any question.

Enter an additional license key []: <var_licensekeys>

Step 3 of 5: Set Up a Vserver for Cluster Administration
You can type "back", "exit", or "help" at any question.

Enter the cluster management interface port: eOM

Enter the cluster management interface IP address: <var_ clustermgmt ip>
Enter the cluster management interface netmask: <var clustermgmt netmask>
Enter the cluster management interface default gateway

[<var nodeA mgmt gateway>]:<var clustermgmt gateway>

A cluster management interface on port eOM with IP address <var_clustermgmt ip> has been created.
You can use this address to connect to and manage the cluster.

Enter the DNS domain names: <var domain name>
Enter the name server IP addresses: <var_dns_server ip>
DNS lookup for the admin Vserver will use the <var_ domain name> domain.

Step 4 of 5: Configure Storage Failover (SFO)
You can type "back", "exit", or "help" at any question.
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SFO will be enabled when the partner joins the cluster.

Step 5 of 5: Set Up the Node
You can type "back", "exit", or "help" at any question.

Where is the controller located []: <var controller location>
Cluster “<var_clustername>” has been created.

To complete cluster setup, you must join each additional node to the cluster
by running "system node show-discovered" and "cluster add-node" from a node in the cluster.

To complete system configuration, you can use either OnCommand System Manager
or the Data ONTAP command-line interface.

To access OnCommand System Manager, point your web browser to the cluster
management IP address (https://<var clustermgmt ip>).

To access the command-line interface, connect to the cluster management
IP address (for example, ssh admin@<var clustermgmt ip>)

4. Record the cluster interface IP for eOa from the output above as
<var nodeA ela private cluster IP>

Configure node B to join the cluster

Proceed with the following to join node B to the cluster.

1. Follow the prompts to set up node B.

Enabling AutoSupport can significantly speed problem determination and
resolution, should a problem occur on your system.

For further information on AutoSupport, see:
http://support.netapp.com/autosupport/

Type yes to confirm and continue {yes}: yes

Enter the node management interface port [eOM]: eOM

Enter the node management interface IP address: <var_nodeB mgmt IP>

Enter the node management interface netmask: <var nodeB mgmt mask>

Enter the node management interface default gateway: <var nodeB mgmt gateway>

A node management interface on port eOM with IP address <var nodeB mgmt IP> has been created.

Use your web browser to complete cluster setup by accessing
https://<var nodeB mgmt IP>

Otherwise, press Enter to complete cluster setup using the command line
interface:

2. Press Enter to complete cluster join using the CLI.
3. Follow the prompts to join node B to the cluster.

This node's storage failover partner is already a member of a cluster.
Storage failover partners must be members of the same cluster.
The cluster setup wizard will default to the cluster join dialog.

Do you want to create a new cluster or join an existing cluster? {join}: join

Existing cluster interface configuration found:

Port MTU IP Netmask

ela 9000 169.254.9.190 255.255.0.0

e0b 9000 169.254.125.146 255.255.0.0

Do you want to use this configuration? {yes, no} [yes]: yes

Step 1 of 3: Join an Existing Cluster
You can type "back", "exit", or "help" at any question.
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Enter the IP address of an interface on the private cluster network from the
cluster you want to join: <var nodeA ela private cluster ip>

Joining cluster at address <var_nodeA e0la_private cluster ip>

This node has joined the cluster <var clustername>.

Step 2 of 3: Configure Storage Failover (SFO)
You can type "back", "exit", or "help" at any question.

SFO is enabled.

Step 3 of 3: Set Up the Node
You can type "back", "exit", or "help" at any question.

This node has been joined to cluster "<var_clustername>".

To complete cluster setup, you must join each additional node to the cluster
by running "system node show-discovered" and "cluster add-node" from a node in the cluster.

To complete system configuration, you can use either OnCommand System Manager
or the Data ONTAP command-line interface.

To access OnCommand System Manager, point your web browser to the cluster
management IP address (https:<var clustermgmt ip>) .

To access the command-line interface, connect to the cluster management
IP address (for example, ssh admin@<var clustermgmt ip>).).

Notice: HA is configured in management.

After the configuration of the storage nodes and base cluster, you can continue with the configuration of
the storage cluster.

Zero all spare disks

To zero all spare disks in the cluster, run the following command:

disk zerospares

Set on-board UTA2 ports personality
1. Verify the current mode and the current type for the ports by running the ucadmin show command.

AFF-A220::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF-A220-01 Oc cna target - - online
AFF-A220-01 0d cna target - - online
AFF-A220-01 Oe cna target - - online
AFF-A220-01 0f cna target - - online
AFF-A220-02 Oc cna target - - online
AFF-A220-02 0d cna target - - online
AFF-A220-02 Oe cna target - - online
AFF-A220-02 0f cna target - - online

8 entries were displayed.

2. Verify that the current mode of the ports that are in use is cha and that the current type is set to
target. If not, change the port personality by using the following command:

ucadmin modify -node <home node of the port> -adapter <port name> -mode cna -type target

Note: The ports must be offline to run the previous command. To take a port offline, run the following
command:
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network fcp adapter modify -node <home node of the port> -adapter <port name> -state down

Note: If you changed the port personality, you must reboot each node for the change to take effect and
then bring the port back up.

network fcp adapter modify -node <home node of the port> -adapter <port name> -state up

Enable Cisco Discovery Protocol

To enable the Cisco Discovery Protocol (CDP) on the NetApp storage controllers, run the following
command:

node run -node * options cdpd.enable on

Enable Link-layer Discovery Protocol on all Ethernet ports

Enable the exchange of Link-layer Discovery Protocol (LLDP) neighbor information between the storage
and network switches by running the following command. This command enables LLDP on all ports of all
nodes in the cluster.

node run -node * options lldp.enable on

Show and optionally rename management LIFs
1. Show the current management LIF hames:

network interface show -vserver <var clustername>

e To optionally rename the cluster management LIF nhame, complete the following step.

network interface rename -vserver <var clustername> -1if <original cluster mgmt 1if name> -
newname <new cluster mgmt 1if name>

This document assumes that the cluster management LIF is named cluster mgmt.
e To optionally rename the node management LIF names, complete the following step.

network interface rename -vserver <var clustername> -1if <original node mgmt 1if name> -newname
<new_node mgmt 1if name>

Set auto-revert on cluster management

Set the auto-revert parameter on the cluster management interface:

network interface modify -vserver <var clustername> -1if cluster mgmt -auto-revert true

Setting up service processor network interface

To assign a static IPv4 address to the service processor on each node, run the following commands:

system service-processor network modify -node <var clustername>-01 -address-family IPv4 -enable
true -dhcp none -ip-address <var nodeA sp ip> -netmask <var nodeA mgmt mask> -gateway
<var_nodeA mgmt gateway>

system service-processor network modify —-node <var clustername>-02 -address-family IPv4 -enable
true -dhcp none -ip-address <var nodeB sp ip> -netmask <var nodeB mgmt mask> -gateway
<var_nodeB_mgmt_ gateway>

Note: The service processor IP addresses should be in the same subnet as the node management IP
addresses.
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Enable storage failover in ONTAP
To confirm that storage failover is enabled, run the following commands in a failover pair:

1. Verify the status of storage failover.

storage failover show

Note: Both <var_clustername>-01 and <var_clustername>-02 nodes must show true for the
Takeover Possible column to be able to perform a takeover. Go to step 3 if the nodes are not
configured to perform a takeover.

2. Enable failover on one of the two nodes.

storage failover modify -node <var clustername>-01 -enabled true

Note: Enabling failover on one node enables it for both nodes.
3. Verify the HA status of the two-node cluster.
Note: This step is not applicable for clusters with more than two nodes.

cluster ha show

4. Go to step 6 if high availability is configured. If high availability is configured, you see the following
message upon issuing the command:

High Availability Configured: true

5. Enable HA mode only for the two-node cluster.

Note: Do not run this command for clusters with more than two nodes because it causes problems
with failover.

cluster ha modify -configured true
Do you want to continue? {yln}: y

6. Verify that hardware assist is correctly configured and, if needed, modify the partner IP address.

storage failover hwassist show

Note: The message Keep Alive Status: Error: indicates that one of the controllers did not receive
hwassist keep alive alerts from its partner, indicating that hardware assist is not configured.
Run the following commands to configure hardware assist.

storage failover modify -hwassist-partner-ip <var nodeB mgmt ip> -node <var_clustername>-01
storage failover modify -hwassist-partner-ip <var nodeA mgmt ip> -node <var_clustername>-02

Create jumbo frame MTU broadcast domain in ONTAP

To create a data broadcast domain with an MTU of 9000, run the following commands:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Remove data ports from default broadcast domain

The 10GbE data ports are used for iISCSI/NFS traffic, and these ports should be removed from the default
domain. Ports eOe and eOf are not used and should also be removed from the default domain.

To remove the ports from the broadcast domain, run the following command:

‘broadcast—domain remove-ports -broadcast-domain Default -ports <var_clustername>-
\Ol:eOc,<var_clustername>—01:eOd,<var_clustername>—01:eOe,<var_clustername>—

27 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.
VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS



0l:e0f,<var clustername>-02:e0c,<var clustername>-02:e0d,<var clustername>-
02:e0e,<var clustername>-02:e0f

Disable flow control on UTA2 ports

It is a NetApp best practice to disable flow control on all UTAZ2 ports that are connected to external
devices. To disable flow control for all the UTA2 ports on the controller nodes, run the following command
and answer y when prompted.

network port modify -node * -port elOc,e0d,ele,e0f -flowcontrol-admin none

No LACP interface group configuration in ONTAP

For the Cisco UCS Mini using Fabric Interconnect appliance ports to directly connect to ONTAP, LACP is
not supported and should not be configured.

Configure jumbo frames in NetApp ONTAP

To configure an ONTAP data network port to use jumbo frames (usually with an MTU of 9000 bytes), run
the following command and answer y when prompted.

network port modify -node * -port e0Oc,e0d,ele,e0f -mtu 9000

Create VLANs in ONTAP

To create VLANs in ONTAP, complete the following steps:
1. Create NFS VLAN ports and add them to the data broadcast domain.

network port vlan create -node <var clustername>-01 -vlan-name eOc-<var nfs vlan id>
network port vlan create -node <var clustername>-01 -vlan-name e(Od-<var nfs vlan id>
network port vlan create -node <var clustername>-02 -vlan-name eOc-<var nfs vlan id>
network port vlan create -node <var clustername>-02 -vlan-name e0Od-<var nfs vlan id>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports <var clustername>-01:e0Oc-
<var_nfs vlan id>,<var clustername>-02:e0c-<var nfs vlan id>,<var clustername>-01l:e0d-
<var_nfs vlan id>,<var clustername>-02:e0d-<var nfs vlan id>

2. Create iSCSI VLAN ports and add them to the data broadcast domain.

network port vlan create —-node <var_clustername>-01 -vlan-name eOc-<var iscsi A vlan id>
network port vlan create —-node <var_clustername>-01 -vlan-name eOd-<var iscsi B vlan id>
network port vlan create -node <var clustername>-02 -vlan-name eOc-<var iscsi A vlan id>
network port vlan create -node <var clustername>-02 -vlan-name e(Od-<var iscsi B vlan id>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports <var_clustername>-01l:eOc-
<var_iscsi A vlan id>,<var clustername>-02:e0Oc-<var iscsi A vlan id>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports <var_clustername>-01:e0d-
<var_iscsi B vlan_ id>,<var_clustername>-02:e0d-<var iscsi B vlan id>

3. No MGMT-VLAN port creation.
Note: Creating VLAN ports on the eOM port is not supported.

Create data aggregates in ONTAP

An aggregate containing the root volume is created during the ONTAP setup process. To create
additional aggregates, determine the aggregate name, the node on which to create it, and the number of
disks it contains.

To create aggregates, run the following commands:
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aggr create -aggregate aggrl <var clustername> 01 -node <var clustername> 01 -diskcount
<var_num_disks>
aggr create -aggregate aggrl <var clustername> 02 -node <var clustername> 02 -diskcount
<var_num_disks>

Note: If you have a hyphen, “-“, in your cluster name, change it to an underscore, “_”, for the
corresponding aggregate name because aggregate names can only contain alphanumeric
characters and underscores.

Note: For all-flash aggregates, you should have a minimum of one hot spare disk or disk partition.
For non-flash homogenous aggregates, you should have a minimum of two hot spare disks or
disk partitions.

Note: In an AFF configuration with a small number of SSDs, you might want to create an aggregate
with all but one remaining disk (spare) assigned to the controller.

Note: The aggregate cannot be created until disk zeroing completes. Run the aggr show
command to display the aggregate creation status. Do not proceed until the aggregate
creation is complete and the aggregates are online.

Configure Network Time Protocol in ONTAP
To configure time synchronization on the cluster, follow these steps:

1. Set the time zone for the cluster:

‘timezone <var_ timezone>

Note: For example, in the eastern United States, the time zone is America/New_York. After you
begin typing the time zone name, press the Tab key to see available options.

2. Set the date for the cluster:

date <ccyymmddhhmm.ss>

Note: The format for the date is <[Century][Year][Month][Day][Hour][Minute].[Second]> (for
example, 202012250808.30)

3. Configure the Network Time Protocol (NTP) servers for the cluster:

cluster time-service ntp server create -server <var switch ntp ip a>
cluster time-service ntp server create -server <var switch ntp ip b>

Configure SNMP in ONTAP
To configure the SNMP, complete the following steps:

1. Configure SNMP basic information, such as the location and contact. When polled, this information is
visible as the sysLocation and sysContact variables in SNMP.

snmp contact <var_ snmp_contact>
snmp location “<var snmp_ location>"
snmp init 1

options snmp.enable on

2. Configure SNMP traps to send to remote hosts:

‘snmp traphost add <var snmp server fqgdn>

Configure SNMPv1in ONTAP

To configure SNMPv1, set the shared secret plain-text password called a community.

‘snmp community add ro <var_ snmp_ community>
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Note: Usethe snmp community delete all command with caution. If community strings are
used for other monitoring products, this command removes them.
Configure SNMPv3 in ONTAP

SNMPv3 requires that you define and configure a user for authentication. To configure SNMPV3,
complete the following steps:

1. Runthe security snmpusers command to view the engine ID.

2. Create a user called snmpv3user.

security login create -username snmpv3user -authmethod usm -application snmp

3. Enter the authoritative entity's engine ID and select md5 as the authentication protocol.

4. Enter an eight-character minimum-length password for the authentication protocol when prompted.
5. Select des as the privacy protocol.

6. Enter an eight-character minimum-length password for the privacy protocol when prompted.

Configure AutoSupport HTTPS in ONTAP

The NetApp AutoSupport tool sends support summary information to NetApp through HTTPS. To
configure AutoSupport, run the following command:

system node autosupport modify -node * -state enable -mail-hosts <var mailhost> -transport https
-support enable -noteto <var storage admin email>

Create a Storage Virtual Machine
To create an infrastructure storage virtual machine (SVM), complete the following steps:

1. Runthe vserver create command.

vserver create -vserver Infra-SVM -rootvolume rootvol -aggregate aggrl <var clustername> 01 -
rootvolume-security-style unix

2. Add the data aggregate to the infra-SVM aggregate list for the NetApp VSC.

vserver modify -vserver Infra-SVM -aggr-list
aggrl <var clustername> 01,aggrl <var clustername> 02

3. Remove the unused storage protocols from the SVM, leaving NFS and iSCSI.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. Enable and run the NFS protocol in the infra-SVM SVM.

nfs create -vserver Infra-SVM -udp disabled

5. Turnonthe svM vstorage parameter for the NetApp NFS VAAI plug-in. Then, verify that NFS has
been configured.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

Commands are prefaced by vserver in the command line because SVMs were previously called
Vservers.

Configure NFSv3 in ONTAP

Table 16 lists the information needed to complete this configuration.
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Table 16) Information required for NFS configuration.

Detail Detail Value
ESXi host A NFS IP address <var_esxi_hostA_nfs_ip>
ESXi host B NFS IP address <var_esxi_hostB_nfs_ip>

Note: VMware recommends a minimum cluster size of 3 servers. For this validation, the minimum
supported cluster size of 2 servers is utilized. You can optionally deploy additional servers based
on your solution requirements.

To configure NFS on the SVM, run the following commands:

1. Create a rule for each ESXi host in the default export policy.

2. For each ESXi host being created, assign a rule. Each host has its own rule index. Your first ESXi
host has rule index 1, your second ESXi host has rule index 2, and so on.

vserver export-policy rule create -vserver Infra-SVM -policyname default -ruleindex 1 -protocol
nfs -clientmatch <var_esxi hostA nfs ip> -rorule sys —-rwrule sys -superuser sys —allow-suid true

vserver export-policy rule create -vserver Infra-SVM -policyname default -ruleindex 2 -protocol
nfs -clientmatch <var_esxi hostB nfs ip> -rorule sys —rwrule sys -superuser sys —allow-suid true

vserver export-policy rule show

Note: Instead of creating one rule for each ESXi host, you can also create a single rule which uses the
Classless Inter-Domain Routing (CIDR) notation, for example. 172.21.64.0/24, to match all the
potential NFS clients in the NFS subnet for the —clientmatch parameter.

3. Assign the export policy to the infrastructure SVM root volume.

volume modify -vserver Infra-SVM -volume rootvol -policy default

The NetApp VSC automatically handles export policies if you choose to install it after vSphere has been
set up. If you do not install it, you must create export policy rules when additional Cisco UCS B-Series
servers are added.

Creating iSCSI service in ONTAP

The FlexPod Express solution utilizes iSCSI SAN boot and requires the iSCSI services to be enabled in
ONTAP.

To create the iSCSI service on the SVM, run the following command. This command also starts the iSCSI
service and sets the iSCSI IQN for the SVM. Verify that iSCSI has been configured.

iscsi create -vserver Infra-SVM
iscsi show

Creating load-sharing mirror of SVM root volume in ONTAP
1. Create a volume to be the load-sharing mirror of the infrastructure SVM root volume on each node.

volume create -vserver Infra-SVM -volume rootvol m0Ol -aggregate aggrl <var clustername> 01 -size
1GB —type DP
volume create -vserver Infra-SVM -volume rootvol m02 -aggregate aggrl <var clustername> 02 -size
1GB —-type DP

2. Create a job schedule to update the root volume mirror relationships every 15 minutes.

job schedule interval create -name 15min -minutes 15

3. Create the mirroring relationships.

snapmirror create -source-path Infra-SVM:rootvol -destination-path Infra-SvM:rootvol m0Ol -type LS
-schedule 15min
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snapmirror create -source-path Infra-SVM:rootvol -destination-path Infra-SvM:rootvol m02 -type LS
-schedule 15min

4. |Initialize the mirroring relationship and verify that it has been created.

snapmirror initialize-1ls-set -source-path Infra-SVM:rootvol
snapmirror show

Configure HTTPS access in ONTAP
To configure secure access to the storage controller, complete the following steps:

1. Increase the privilege level to access the certificate commands.

set -privilege diag
Do you want to continue? {yln}: y

2. Generally, a self-signed certificate is already in place. Verify the certificate by running the following
command:

security certificate show

3. For each SVM shown, the certificate common name should match the DNS FQDN of the SVM. The
four default certificates should be deleted and replaced by either self-signed certificates or certificates
from a certificate authority.

Note: Deleting expired certificates before creating certificates is a best practice. Run the security
certificate delete command to delete expired certificates. In the following command, use TAB
completion to select and delete each default certificate.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name Infra-SVM -ca Infra-SVM -
type server -serial 552429A6

4. To generate and install self-signed certificates, run the following commands as one-time commands.
Generate a server certificate for the infra-SVM and the cluster SVM. Again, use TAB completion to
aid in completing these commands.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com -type server -size 2048 - |
country US -state "North Carolina" -locality "RTP" -organization "NetApp" -unit "FlexPod" -email- |
addr "abc@netapp.com" -expire-days 3650 -protocol SSL -hash-function SHA256 -vserver Infra-SvVM |

5. To obtain the values for the parameters required in the following step, run the security
certificate show command.

6. Enable each certificate that was just created by using the -server-enabled true and -client-
enabled false parameters. Again, use TAB completion.

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true -client-enabled false -ca
infra-svm.netapp.com -serial 55243646 -common-name infra-svm.netapp.com

7. Disable HTTP cluster management access.

system service web modify -external true -http-enabled false

system services firewall policy delete -policy mgmt -service http -vserver <var clustername>

Note: Itis normal for some of these commands to return an error message stating that the entry
does not exist.

8. Revert to the admin privilege level and create the setup to allow the SVM to be available by the web.

set -privilege admin
vserver services web modfy -name spi|ontapi|compat -vserver * -enabled true

9. Verify that the system logs are available in a web browser.
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https://<var nodeA mgmt ip>/spi
https://<var nodeB mgmt ip>/spi

Create NetApp FlexVol volumes in ONTAP

To create a NetApp FlexVol® volume, enter the volume name, size, and the aggregate on which it exists.
Create two VMware datastore volumes, a swap volume, and a server boot volume.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate aggrl <var clustername> 01
-size 500GB -state online -policy default -junction-path /infra datastore 1 -space-guarantee none
-percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate aggrl <var clustername> 02
-size 500GB -state online -policy default -junction-path /infra datastore 2 -space-guarantee none
-percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl <clustername> 01 -size 100GB
-state online -policy default -juntion-path /infra swap -space-guarantee none -percent-snapshot-
space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl <clustername> 01 -size 100GB
-state online -policy default -space-guarantee none -percent-snapshot-space 0

Enable deduplication schedule in ONTAP

For AFF, beginning with ONTAP 9.3, a pre-defined auto efficiency policy is set for all newly created
volumes and for all upgraded volumes that have not been manually configured for background
deduplication. The auto policy performs continuous deduplication in the background. As a result, no
manual configuration of the schedules is required for AFF.

To enable deduplication for FAS on appropriate volumes once a day, run the following commands:

volume efficiency modify -vserver Infra-SVM -volume infra datastore 1 -schedule sun-sat@O
volume efficiency modify -vserver Infra-SVM -volume infra datastore 2 -schedule sun-sat@0
volume efficiency modify -vserver Infra-SVM -volume esxi boot -schedule sun-sat@0

Create LUNs in ONTAP

To create two boot LUNSs for installing vSphere 7.0 and booting the Cisco UCS B-series servers from
iISCSI SAN, run the following commands:

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size 32GB -ostype vmware -
space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size 32GB -ostype vmware -
space-reserve disabled

When adding an additional Cisco UCS B-Series server, you must create an additional boot LUN for it.

Create iSCSI LIFs in ONTAP

Table 17 lists the information needed to complete this configuration.

Table 17) Information required for iSCSI configuration.

Detail Detail Value

Storage node A iSCSI LIFO1A IP <var_nodeA _iscsi_lif0la_ip>

Storage node A iSCSI LIFO1A network mask <var_nodeA _iscsi_lif0la_mask>

Storage node A iSCSI LIFO1B IP <var_nodeA_iscsi_lif01lb_ip>

Storage node A iSCSI LIFO1B network mask <var_nodeA _iscsi_lif0lb_mask>

Storage node B iSCSI LIFO1A IP <var_nodeB_iscsi_lif02a_ip>
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Detail Detail Value

Storage node B iSCSI LIFO1A network mask <var_nodeB_iscsi_lif02a_mask>
Storage node B iSCSI LIFO1B IP <var_nodeB_iscsi_lif02b_ip>
Storage node B iSCSI LIFO1B network mask <var_nodeB_iscsi_lif02b_mask>

Create four iSCSI LIFs, two on each node.

network interface create -vserver Infra-SVM -1if iscsi 1if0la -role data -data-protocol iscsi -
home-node <var_clustername>-01 -home-port eOc-<var_iscsi_A vlan_id> -address

<var nodeA iscsi 1ifOla ip> -netmask <var nodeA iscsi 1if0la mask> -status-admin up -failover-
policy disabled -firewall-policy data -auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1ifOlb -role data -data-protocol iscsi -
home-node <var_clustername>-01 -home-port eOd-<var_iscsi_B vlan_id> -address
<var_nodeA iscsi_ 1ifOlb_ip> -netmask <var nodeA iscsi_ 1if0lb_mask> -status-admin up -failover-
policy disabled -firewall-policy data -auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data -data-protocol iscsi -
home-node <var clustername>-02 -home-port eOc-<var iscsi A vlan id> -address
<var_nodeB_iscsi 1if02a_ ip> -netmask <var nodeA iscsi 1if02a mask> -status-admin up -failover-
policy disabled -firewall-policy data -auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data -data-protocol iscsi -
home-node <var clustername>-02 -home-port eOd-<var iscsi B vlan id> -address

<var_nodeB_iscsi 1if02b_ip> -netmask <var nodeA iscsi 1if02b_mask> -status-admin up -failover-
policy disabled -firewall-policy data -auto-revert false

network interface show

Create NFS LIFs in ONTAP

Table 18 lists the information needed to complete this configuration.

Table 18) Information required for NFS configuration.

Detail Detail Value

Storage node A NFS LIFO1 IP <var_nodeA_nfs_lif01_ip>
Storage node A NFS LIFO1 network mask <var_nodeA_nfs_lif01_mask>
Storage node B NFS LIF0O2 IP <var_nodeB_nfs_lif02_ip>
Storage node B NFS LIF02 network mask <var_nodeB_nfs_lif02_mask>

Create two NFS LIFs, one on each node.

network interface create -vserver Infra-SVM -1if nfs 1if0l -role data -data-protocol nfs -home-
node <var_clusername>-01 -home-port eOc-<var nfs vlan id> —address <var_nodeA nfs 1i1f01 ip> -
netmask <var nodeA nfs 1if0l mask> -status-admin up -failover-policy broadcast-domain-wide -
firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 -role data -data-protocol nfs -home-
node <var clustername>-02 -home-port eOc-<var nfs vlan id> -address <var nodeB nfs 1if02 ip> -
netmask <var nodeB nfs 1if02 mask> -status-admin up -failover-policy broadcast-domain-wide -
firewall-policy data —-auto-revert true

network interface show

Add infrastructure SVM administrator

Table 19 lists the information needed to complete this configuration.
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Table 19) Information required for SVM administrator addition.

Detail Detail Value

Vsmgmt IP <var_svm_mgmt_ip>
Vsmgmt network mask <var_svm_mgmt_mask>
Vsmgmt default gateway <var_svm_mgmt_gateway>

To add the infrastructure SVM administrator and SVM administration LIF to the management network,
complete the following steps:

1. Run the following command:

network interface create -vserver Infra-SVM -1if vsmgmt -role data -data-protocol none —-home-node
<var_clustername>-02 -home-port eOM -address <var_svm mgmt_ ip> -netmask <var_ svm mgmt mask> -
status-admin up -failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-revert true

Note: The SVM management IP here should be in the same subnet as the storage cluster
management IP.

2. Create a default route to allow the SVM management interface to reach the outside world.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 -gateway <var svm mgmt gateway>
network route show

3. Set a password for the SVM vsadmin user and unlock the user.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <var_ password>
Enter it again: <var password>

security login unlock -username vsadmin -vserver Infra-SVM

Cisco UCS Mini deployment procedure

Cisco UCS Mini provides a high-performance, next-generation server system with in-chassis UCS 6324
Fabric Interconnects. It simplifies the system management and saves cost and is an ideal solution for a
small-scale deployment.

The hardware and software components support Cisco's unified fabric, which runs multiple types of data
center traffic over a single converged network adapter. It provides high degree of workload agility and
scalability.

The following section provides detailed procedures for configuring a Cisco UCS Mini for use in the
FlexPod Express configuration.

Perform initial Cisco UCS 6324 Fabric Interconnect configuration

The first time you access a 6324 Fabric Interconnect in a Cisco UCS domain, a setup wizard prompts you
for the following information required to configure the system:

e |nstallation method (GUI or CLI)

e Setup mode (restore from full system backup or initial setup)

e System configuration type (standalone or cluster configuration)

e System name

¢ Admin password

e Management port IPv4 address and subnet mask, or IPv6 address and prefix
o Default gateway IPv4 or IPv6 address

e DNS Server IPv4 or IPv6 address

e Default domain name
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Table 20 lists the information needed to complete the Cisco UCS initial configuration on Fabric
Interconnect A.

Table 20) Information needed to complete the Cisco UCS initial configuration on 6324 A.

Detail Detail/Value

System name <var_ucs_clustername>
Admin password <var_password>
Management IP address: Fabric Interconnect A <var_ucs_a_mgmt_ip>
Management network mask: Fabric Interconnect A <var_ucs_a_mgmt_mask>
Default gateway: Fabric Interconnect A <var_ucs_a_mgmt_gateway>
Cluster IP address <var_ucs_cluster_ip>

DNS server IP address <var_nameserver_ip>
Domain name <var_domain_name>

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:

1. Connect to the console port on the first Cisco UCS 6324 Fabric Interconnect A.

--—- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to
the Fabric Interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted
to apply configuration.

Switch can now be configured from GUI. Use https://<var dhcp ip> and click

on 'Express Setup' link. If you want to cancel the configuration from GUI and go back,

press the 'ctrl+c' key and choose 'X'. Press any other key to see the installation progress
from GUI

Type 'reboot' to abort configuration and reboot system
or Type 'X' to cancel GUI configuratuion and go back to console or Press any other key to see
the installation progress from GUI (reboot/X) ? X

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup
You have chosen to setup a new Fabric Interconnect. Continue? (y/n): y
Enforce strong password? (y/n) [yl: vy

Enter the password for "admin": <var password>
Confirm the password for "admin": <var password>

Is this Fabric Interconnect part of a cluster(select 'no' for standalone)? (yes/no) [n]: yes
Enter the switch fabric (A/B) []: A

Enter the system name: <var ucs_clustername>

Physical Switch MgmtO IP address : <var ucs_a mgmt ip>

Physical Switch MgmtO IPv4 netmask : <var ucs_a mgmt mask>

IPv4 address of the default gateway : <var ucs_a mgmt gateway

Cluster IPv4 address : <var ucs_cluster ip>
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Configure the DNS Server IP address? (yes/no) [n]: y
DNS IP address : <var_nameserver_ip>
Configure the default domain name? (yes/no) [n]: y
Default domain name : <var_domain_name>
Join centralized management environment (UCS Central)? (yes/no) [n]: n

Following configurations will be applied:

2. Review the settings displayed on the console. If they are correct, answer yes to apply and save the
configuration.

3.  Wait for the login prompt to verify that the configuration has been saved.

Table 21 lists the information needed to complete the Cisco UCS initial configuration on Fabric
Interconnect B.

Table 21) Information needed to complete the Cisco UCS initial configuration on 6324 B.

Detail Detail/Value

System Name <var_ucs_clustername>
Admin Password <var_password>
Management IP Address-FI B <var_ucs_b_mgmt_ip>
Management Netmask-FI B <var_ucs_b_mgmt_mask>
Default Gateway-FI B <var_ucs_b_mgmt_gateway
Cluster IP Address <var_ucs_cluster_ip>

DNS Server IP address <var_nameserver_ip
Domain Name <var_domain_name>

1. Connect to the console port on the second Cisco UCS 6324 Fabric Interconnect B.

--—- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of
the system. Only minimal configuration including IP connectivity to
the Fabric Interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted
to apply configuration.

Switch can now be configured from GUI. Use https://<var dhcp ip> and click

on 'Express Setup' link. If you want to cancel the configuration from GUI and go back,

press the 'ctrl+c' key and choose 'X'. Press any other key to see the installation progress
from GUI

Type 'reboot' to abort configuration and reboot system
or Type 'X' to cancel GUI configuratuion and go back to console or Press any other key to see
the installation progress from GUI (reboot/X) ? X

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric Interconnect. This Fabric Interconnect
will be added to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric Interconnect: <var password>
Connecting to peer Fabric Interconnect... done
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Retrieving config from peer Fabric Interconnect... done

Peer Fabric Interconnect MgmtO IPv4 Address: <var_ucs_a mgmt ip>

Peer Fabric Interconnect MgmtO IPv4 Netmask: <var_ucs_a mgmt_mask>

Cluster IPv4 address: <var ucs cluster ip>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address
Physical Switch MgmtO IP address : <var_ucs_b mgmt ip>
Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - 0Ok

2. Wait for the login prompt to confirm that the configuration has been saved.

Log in to Cisco UCS Manager
To log into the Cisco Unified Computing System (UCS) environment, complete the following steps:

1. Open a web browser and navigate to the Cisco UCS Fabric Interconnect cluster address.

You might need to wait at least 5 minutes after configuring the second Fabric Interconnect for Cisco
UCS Manager to come up.

Click the Launch UCS Manager link to launch Cisco UCS Manager.
If prompted to accept security certificates, accept as necessary.
When prompted, enter admin as the user name, and enter the administrator password.

o~ D

Click Login to log in to Cisco UCS Manager.

Load Cisco UCS 4.1(2a) firmware images

This document assumes the use of Cisco UCS Manager Software version 4.1(2a). To upgrade the Cisco
UCS Manager software and the Cisco UCS 6324 Fabric Interconnect software, see Cisco UCS Manager
Configuration Guides.

Note: The UCS 4.1(2a) software packages for the B-series blade server and the C-series rack server
will also need to be added.

Modify default host firmware package

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These policies often include packages for adapter, BIOS, board controller, FC
adapters, host bus adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment,
complete the following steps:

In Cisco UCS Manager, select Servers.

Go to Policies > root.

Expand Host Firmware Packages.

Select Default.

In the Actions pane, select Modify Package Versions.

Select the version 4.1(2a) for the Blade Package and the Rack Package.

S o o
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Modify Package Versions X

Blade Package: |4.1(2a)8 v

T

Service Pack :© | <not set> v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BlOS

Board Controller

CIMC

FC Adapters

Flex Flash Controller

GPUs

HBA Option ROM

Haost NIC

Hast NIC Option ROM
~| Local Disk

NVME Mswitch Firmware

oK Apply Cancel Help

7. Click OK then OK again to modify the host firmware package.

Enable anonymous reporting

To enable anonymous reporting, in the Anonymous Reporting window, select whether to send
anonymous data to Cisco for improving future products. If you select Yes, enter the IP address of your
SMTP server and then click OK.

Configure Cisco UCS Call Home

Cisco highly recommends that you configure Call Home in Cisco UCS Manager. Configuring Call Home
accelerates the resolution of support cases. To configure Call Home, complete the following steps:

1. In Cisco UCS Manager, select Admin.

2. Goto All > Communication Management > Call Home.

3. Change the State to On.

4. Enter all the fields according to your Management preferences and click Save Changes and then OK.

Add block of IP addresses for keyboard, video, mouse access

To create a block of IP addresses for in-band server keyboard, video, mouse (KVM) access in the Cisco
UCS environment, complete the following steps:

1. In Cisco UCS Manager, select LAN.

2. Goto Pools > root > IP Pools.

3. Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.

4

Enter the starting IP address of the block, number of IP addresses required, and the subnet mask and
gateway information.
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Create Block of IPv4 Addresses

From : |172.21.63.31 Size 16 z
Subnet Mask : |255.255.255.0 Default Gateway : |172.21.63.1
Primary DNS : |10.61.185.58 Secondary DNS : [0.0.0.0

? X

5. Click OK to create the block.
6. Click OK in the confirmation message.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP servers in the Nexus switches, complete the

following steps:

Enter <var switch a ip> or <var switch a ntp ip> and click OK. Click OK on the

1. In Cisco UCS Manager, select Admin
2. Goto All > Time Zone Management.
3. Select Time Zone.
4. In the Properties pane, select the appropriate time zone in the Time Zone menu.
5. Click Save Changes and then click OK.
6. Click Add NTP Server.
7.
confirmation.
Add NTP Server ? X

NTP Server: | 172.21.62.121

8. Click Add NTP Server.

9. Enter <var switch b ip> or <var switch b ntp ip> and click OK. Click OK on the

confirmation.
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All / Time Zone Manage... /| Timezone

General Events

id NTP Server Time Zone : |:a/New_York (Eastarn Tima) ¥

Advanced Filter Expaort Print

NTP Server 172.21.62.122

Edit chassis discovery policy

In a Cisco UCS Mini setup, the chassis discovery policy is supported only on the extended chassis.

Setting the discovery policy simplifies the addition of Cisco UCS B-Series chassis and of additional fabric
extenders for further Cisco UCS C-Series connectivity. To modify the chassis discovery policy, complete
the following steps:

1.
2.
3.

4.

5.
6.

In Cisco UCS Manager, click Equipment and then select Equipment in the second list.
In the right pane, select the Policies tab.

Under Global Policies, set the Chassis/FEX Discovery Policy to match the minimum number of uplink
ports that are cabled between the chassis or fabric extenders (FEXes) and the Fabric Interconnects.

Set the Link Grouping Preference to Port Channel. If the environment being setup contains a large
amount of multicast traffic, set the Multicast Hardware Hash setting to Enabled.

Click Save Changes.
Click OK.

Enable uplink and storage ports

To enable the server, uplink, and ports, complete the following steps:

1.

2.
3.
4

o o

10.
11.
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In Cisco UCS Manager, in the navigation pane, select Equipment.
Go to Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module.
Expand Ethernet Ports.

Select ports 1 and 2 that are connected to the Cisco Nexus 31108 switches, right-click, and select
Configure as Uplink Port.

Click Yes to confirm the uplink ports and then click OK.

Select ports 3 and 4 that are connected to the NetApp storage controllers, right-click, and select
Configure as Appliance Port.

Click Yes to confirm the appliance ports.

On the Configure as Appliance Port window, click OK.

Click OK to confirm.

In the left pane, select Fixed Module under Fabric Interconnect A.

From the Ethernet Ports tab, confirm that ports have been configured correctly in the If Role column.
If any port C-Series servers were configured on the Scalability port, click on it to verify port
connectivity.
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Equipment | Fabric Interconnects | Fabric Interconnec... /| Fixed Module [ Ethernet Ports

Ethernet Ports

Y Advanced Fitter 4+ Export * Print | Al || Unconfigured |z Metwork |.s|Server |.s|FCoEUplink || Unified Uplink | .| Appliance Storage 3

Slat Aggr. Port I Port ID MAC If Role If Type Overall Status  Admin State Peer
o 1 00:DE:FBE:30:36:88 Network Physical *up + Enabled
0 2 00:DE:FB:30:36:80  Network Physical + up + Enabled
0 3 DO:DE:FB:30:36:84  Appliance Storage Physical + up + Enabled
0] 4 00:DE:FB:30:36:8B Appliance Storage Physical + up + Enabled
5 00:DE:FB:30:36:8C Unconfigured Physical Sfp Mot .. ¥ Disabled
5 2 00:DE:FB:30:36:8D  Unconfigured Physical V sfpNot .. ¥ Disabled
5 3 00:DE:FB:30:36:8E Unconfigured Physical Sfp Not .. ¥ Disabled
b 4 00:DE:FB:30:36:8F Unconfigured Physical Sfp Not .. ¥ Disabled
12. Go to Equipment > Fabric Interconnects > Fabric Interconnect B > Fixed Module.
13. Expand Ethernet Ports.
14. Select Ethernet ports 1 and 2 that are connected to the Cisco Nexus 31108 switches, right-click, and
select Configure as Uplink Port.
15. Click Yes to confirm the uplink ports and click OK.
16. Select ports 3 and 4 that are connected to the NetApp Storage Controllers, right-click, and select
Configure as Appliance Port.
17. Click Yes to confirm the appliance ports.
18. On the Configure as Appliance Port window, click OK.
19. Click OK to confirm.
20. In the left pane, select Fixed Module under Fabric Interconnect B.
21. From the Ethernet Ports tab, confirm that ports have been configured correctly in the If Role column.

If any port C-Series servers were configured on the Scalability port, click it to verify port connectivity.

Equipment | Fabric Interconnects / Fabric Interconnec... | Fixed Module | Ethernet Ports

Ethernet Ports

T, Advanced Fiter 4 Export ™ Print | Al | |Unconfigured |.r|MNetwork |.s| Server || FCoEUplink | .| Unified Uplink | .s| Appliance Storage 3

Slot Agar. Port ID Port ID MAC If Raole If Type Overall 5.« Admin State Peer
0 1 00:DE:FE:30:3A:C8 MNetwork Physical * up * Enabled
0 2 00:DE:FB:30:3A:CH Network Physical T up * Enabled
0 3 00:DE:FB:30:3A:CA Appliance Storage Physical t up * Enabled
0 4 00:DE:FB:30:3A:CB Appliance Storage Physical t up * Enabled
5 00:DE:FB:30:3A:CC Unconfigured Physical Sfp Not . 4 Disabled
5 2 00:DE:FB:30:3A:CD Unconfigured Physical Sfp Not .. 4 Dpisabled
5 3 00:DE:FB:30:3A:CE Unconfigured Physical Sfp Mot .. ¥ Disabled
5 4 00:DE:FB:30:3A:CF Unconfigured Physical V' sfp Not .. ¥ Disabled

Create uplink port channels to Cisco Nexus switches

To configure the necessary port channels in the Cisco UCS environment, complete the following steps:
1. In Cisco UCS Manager, select LAN in the navigation pane.
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Note: In this procedure, two port channels are created: one from Fabric A to both Cisco Nexus
31108 switches and one from Fabric B to both Cisco Nexus 31108 switches. If you are using
standard switches, modify this procedure accordingly. If you are using 1 Gigabit Ethernet
(1GbE) switches and GLC-T SFPs on the Fabric Interconnects, the interface speeds of
Ethernet ports 1/1 and 1/2 in the Fabric Interconnects must be set to 1Gbps.

Under LAN > LAN Cloud, expand the Fabric A tree.
Right-click Port Channels.

Select Create Port Channel.

Enter 11 as the unique ID of the port channel.

Enter vPC-11-Nexus as the name of the port channel.
Click Next.

N o ok wDd

Create Port Channel 7 X
Set Port Channel Name D 1

Name: vPC-11-Nexus
Add Ports

Next > Cancel

8. Select the following ports to be added to the port channel:
a. SlotID 1 andportl
b. SlotID 1 and port 2
9. Click >> to add the ports to the port channel.
10. Click Finish to create the port channel. Click OK.
11. Under Port Channels, select the newly created port channel.
The port channel should have an Overall Status of Up.
12. In the navigation pane, under LAN > LAN Cloud, expand the Fabric B tree.
13. Right-click Port Channels.
14. Select Create Port Channel.
15. Enter 12 as the unique ID of the port channel.
Enter vPC-12-Nexus as the name of the port channel Click Next.
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Create Port Channe ? X

1 Set Port Channel Name 1) 12

Name: | vPC-12-Nexus
Add Ports

16. Select the following ports to be added to the port channel:
a. SlotID 1 and portl
b. SlotID 1 and port 2
17. Click >> to add the ports to the port channel.
18. Click Finish to create the port channel. Click OK.
19. Under Port Channels, select the newly created port-channel.
20. The port channel should have an Overall Status of Up.

Create an organization (optional)

Organizations are used to organizing resources and restricting access to various groups within the IT

organization, thereby enabling multitenancy of the compute resources.

Although this document does not assume the use of organizations, this procedure provides instructions

for creating one.

To configure an organization in the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, from the New menu in the toolbar at the top of the window, select Create

Organization.
2. Enter a name for the organization.
3. Optional: Enter a description for the organization. Click OK.
4. Click OK in the confirmation message.

Create Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer

Discovery Protocol (LLDP) for appliance ports

1. Inthe navigation pane, under LAN > Policies, expand Appliances and right-click Network Control

Policies.
2. Select Create Network Control Policy.

Name the policy Enable CDP_LLPD and select Enabled next to CDP.

Enable the Transmit and Receive features for LLDP.
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Create Network Control Policy ?

Name : |Enable_CDP_LLDP
Description
CDP () Disabled () Enabled

Action on Uplink Fail :

(w) Link Down () Warning

MAC Register Mode : |-\§-On\y Native Vian () All Host Vians

MAC Security
Forge: |« Allow = Deny
LLDP

Transmit: | Disabled (s Enabled
Receive : | Disabled (s Enabled

Cancel

5. Click OK and then click OK again to create the policy.

Configure VLANSs for the LAN cloud

To configure the native, in-band management, NFS, iSCSI-A, iSCSI-B, vMotion, and VM traffic VLANS,

complete the following steps:

In the Cisco UCS Manager, go to LAN > LAN Cloud.
Under LAN Cloud, right-click VLANSs.

Select Create VLANS.

Enter Native-VLAN as the name for the native VLAN.
Leave Common/Global selected.

Enter <var native vlan_id> for the VLAN ID.
Click OK, and then click OK again to create the VLAN.

N o ok wDdhpE

Create VLANs

WLAN Name/Prefix Native-VLAN

Multicast Policy Name <not set> ¥

() Common/Global () Fabric A Fabric B () Both Fabrics Configured Differently

Create Multicast Palicy

‘You are creating global VLANs that map to the same VLAN |Ds in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35 40-45" " 23", " 23,34-45")

Sharing Type

| « None | Primary ~  Isolated Community

‘Check Overlap

Cancel
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30.
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32.
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34.
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36.
37.
38.
39.
40.
41,
42.
43.

46

Right-click VLANs under LAN Cloud.
Select Create VLANS.

Enter IB-MGMT-VLAN as the name for the infrastructure in-band management VLAN.

Leave Common/Global selected.

Enter <var ib mgmt vlan id> for the VLAN ID.
Click OK, and then click OK again to create the VLAN.
Right-click VLANs under LAN Cloud.

Select Create VLANS.

Enter NFS-VLAN as the name for the NFS VLAN.

Leave Common/Global selected.

Enter <var nfs vlan id> for the VLAN ID.

Click OK, and then click OK again to create the VLAN.
Right-click VLANs under LAN Cloud.

Select Create VLANS.

Enter iISCSI-A-VLAN as the name for the iISCSI-A VLAN.
Leave Common/Global selected.

Enter <var iscsi a vlan id> for the VLAN ID.
Click OK, and then click OK again to create the VLAN.
Right-click VLANs under LAN Cloud.

Select Create VLANS.

Enter iISCSI-B-VLAN as the name for the iISCSI-B VLAN.
Leave Common/Global selected.

Enter <var iscsi b vlan id> for the VLAN ID.
Click OK, and then click OK again to create the VLAN.
Right-click VLANs under LAN Cloud.

Select Create VLANS.

Enter vMotion-VLAN as the name for the infrastructure vMotion VLAN.
Leave Common/Global selected.

Enter <var vmotion vlan_ id> for the VLAN ID.
Click OK, and then click OK again to create the VLAN.
Right-click VLANs under LAN Cloud.

Select Create VLANS.

Enter VMTraffic-VLAN as the name for the infrastructure VM traffic VLAN.
Leave Common/Global selected.

Enter <var vmtraffic vlan id> for the VLAN ID.
Click OK, and then click OK again to create the VLAN.
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aseco UCS Manager

L Al 3 LAN / LAN Cloud / VLANS
. VLANs
=] « LAN Cloud
v Fabric A Y, Advanced Filter 4 Export % Print
» Fabric B MName D ~  Type Transport Mative VLAN Sharing
QoS System Class VLAN default (1) 1 Lan Ether Yes None
LAN Pin Groups
VLAN Mative-VLAN (2) 2 Lan Ether No None
» Threshold Policies
VLAN Graups VLAN IB-MGMT-VLAN (3319) 3319 Lan Ether No None
VLANs VLAN NFS-VLAN (3320) 33z0 Lan Ether No None
VLAN gefauit (1) VLAN iSCSI-A-VLAN (3336) 3336 Lan Ether Mo Mone
VLAN IB-MGMT-VLAN (3318)
VLAN iSCSI-B-VLAN (3337) 3337 Lan Ether No None
VLAN iSCSI-A-VLAN (3336)
VLAN ISCSI-B-VLAN (3337) VLAN WMTrafic-VLAN (3340) 3340 Lan Ether No MNone
VLAN Native-WLAN (2) VLAN vMotion-VLAN (3341) 3341 Lan Ether No None
VLAN NFS-VLAN (3320)
VLAN vMotion-VLAN (3341)
VLAN VMTraffic-VLAN (3340) @ Add

Configure storage VLANs

To configure the storage appliance NFS and iSCSI data protocol services related VLANs, complete the
following steps:

1. Inthe Cisco UCS Manager, select LAN.

Select Appliances Cloud.

Right-click VLANs under Appliances.

Enter Native-VLAN as the name for the native VLAN.
Leave Common/Global selected.

Enter <var native vlan_ id> forthe VLAN ID.
Leave Sharing Type set to None.

Click OK, and then click OK again to create the VLAN.

No ok wbd

Create VLANs ? X

VLAN Name/Prefix:  Native

(s) Common/Global () Fabric A (") Fabric B (*) Both Fabrics Configured Differently

You are creating global VLANS that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35,40-45", " 23", " 23,34-45")

s

Sharing Type |-Nane Primary  Isolated . Community

Check Overlap “ Cancel

8. Right-click VLANs under Appliances.
9. Enter NFS-VLAN as the name for the Infrastructure NFS VLAN.
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10. Leave Common/Global selected.

11. Enter <var nfs vlan id> for the VLAN ID.

12. Leave Sharing Type set to None.

13. Click OK, and then click OK again to create the VLAN.

14. Right-click VLANs under Appliances Cloud.

15. Select Create VLANS.

16. Enter iSCSI-A-VLAN as the name for the Infrastructure iISCSI Fabric A VLAN.
17. Leave Common/Global selected.

18. Enter <var iscsi_a vlan_id> for the VLAN ID.

19. Click OK, and then click OK again to create the VLAN.

20. Right-click VLANs under Appliances Cloud.

21. Select Create VLANS.

22. Enter iSCSI-B-VLAN as the name for the Infrastructure iISCSI Fabric B VLAN.
23. Leave Common/Global selected.

24. Enter <var iscsi b vlan id> for the VLAN ID.

‘ith UCS Manager

Al E LAN |/ Appliances /| VLANs

VLANs
* LAN

» LAN Cloud Te Advanced Fiter 4 Export ¥ Print

« Appliances Name - [ Type Transport Native VLAN Sharing

> Fabric A WVLAN default (1) 1 Lan Ether No None

» Fabric B
VLAN iSCSI-A-VLAN (3336) 3336 Lan Ether No Naone

VLANs

VLAN default (1) VLAN iSCSI-B-VLAN (3337) 3337 Lan Ether No Naone
VLAN ISCSI-A-VLAN (3336) VLAN Native (2) 2 Lan Ether No None
VLAN iSCSI-B-VLAN (3337) VLAN NFS-VLAN (3320) 3320 Lan Ether No None

VLAN Native (2)
VLAN NFS-VLAN (3320)

Configure storage appliance ports

To configure the storage appliance ports and their associated VLANs and policies, complete the following
steps:

1. Inthe navigation pane, under LAN > Appliances Cloud, expand the Fabric A tree.

2. Expand Interfaces.

3. Select Appliance Interface 1/3.

4

In the User Label field, enter information indicating the storage controller port, such as
<var_ clustername>-01:e0c. Click Save Changes and OK.

5. Select the Enable_CDP Network Control Policy and select Save Changes and OK.
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asco. UCS Manager

- Al . LAN / Appliances / Fabric A | Interfaces / Appllance Interfac...
E - LAN General Faults Events
» LAN Cloud
EEE * Appliances Actions Properties
v Fabric A D 3
= - Imertaces Disable Interface Slot D 1
= Appliance Interface 1/3 Fabric ID A
Add Ethernet Target Endpoint
@ Appliance Interface 1/4 Aggregated Port ID 0
= » Port Channels User Label AFF_A220-01:e0c
- VLANS Transport Type Ether
- » Fabric B Part sysfswitch-A/slot-1/switch-ether/port-3
o > VLANs Admin Speed(gbps) 1 Gbps (s 10 Gbps () 40 Gbps
—| > Internal LAN
Priority Best Effort M
» Policies
}‘} » Pools Pin Group <nat set> v
» Traffic Monitoring Sessions Network Centrol Policy : | Enable_CDP_LLDP v
Netflow Monit
> Netilow Montiorng Flow Control Policy default v

6. Under VLANS, select the iISCSI-A-VLAN, NFS-VLAN, and Native-VLAN. Set the Native-VLAN as the
Native VLAN. Clear the default VLAN selection.

7. Click Save Changes and OK.
‘heeh UCs Manager o o o . 9 @ 0 o @ @

== Al . LAN |/ Appliances | Fabric A | Interfaces | Appliance Inter...
E v LAN General Faults Events
» LAN Cloud Admin Speed(gbps)  : 1 Gbps (s 10 Gbps | ) 40 Gbps
= Appliances Priority : | Best Effort v
¥ Fabric A
Pin Group : | <not set> v
- v Interfaces
= Appliance Interface 1/3 Network Control Policy : | Enable_CDP_LLDP v
Appliance Interface 1/4 Flow Control Policy | default v
@ Port Channels VLANS
VLANS )
-
= » Fabric B Port Mode (e Trunk () Access
» VLANS el
= e VAN defautt (1)
» Policies
|VLAN iSCSI-A-VLAN (3336)
p » Poals
» Traffic Monitoring Sessions VLAN ISCSI-B-VLAN (3337)
» Netflow Monitoring v |VLAN Native (2]
VLAN NFS-VLAN (3320)
Native VLAN @ |VLAN Native (2) v
Greate VLAN

8. Select Appliance Interface 1/4 under Fabric A.

9. Inthe User Label field, put in information indicating the storage controller port, such as
<var_ clustername>-02:e0c. Click Save Changes and OK.

10. Select the Enable_CDP Network Control Policy and select Save Changes and OK.

11. Under VLANS, select the iSCSI-A-VLAN, NFS-VLAN, and Native-VLAN. Set the Native-VLAN as the
Native VLAN. Clear the default VLAN selection.

12. Click Save Changes and then OK.

13. In the navigation pane, under LAN > Appliances Cloud, expand the Fabric B tree.
14. Expand Interfaces.

15. Select Appliance Interface 1/3.

In the User Label field, put in information indicating the storage controller port, such as
<var clustername>-02:e0d. Click Save Changes and OK.
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16. Select the Enable_CDP Network Control Policy and select Save Changes and OK.

17. Under VLANS, select the iSCSI-B-VLAN, NFS-VLAN, and Native-VLAN. Set the Native-VLAN as the
Native VLAN. Unselect the default VLAN.

18. Click Save Changes and OK.
19. Select Appliance Interface 1/4 under Fabric B.

20. In the User Label field, put in information indicating the storage controller port, such as
<var clustername>-02:e0d. Click Save Changes and OK.

21. Select the Enable_CDP Network Control Policy and select Save Changes and OK.

22. Under VLANS, select the iSCSI-B-VLAN, NFS-VLAN, and Native-VLAN. Set the Native-VLAN as the
Native VLAN. Unselect the default VLAN.

23. Click Save Changes and OK.

Set jumbo frames in Cisco UCS fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following
steps:

1. In Cisco UCS Manager, in the navigation pane, select LAN.

2. Goto LAN > LAN Cloud > QoS System Class.

3. Inthe right pane, click the General tab.

4. On the Best Effort row, enter 9216 in the box under the MTU column.

Al L Lancioud | Qos systemCiass
v LAN General Events FSM
~ LAN Cloud
v Fobric A Actions Properties
» Fabiic 8 Owner: Local
QoS System Class
r AN P Groups Priority Enabled CoS Packet Weight Weight MTU
» Threshold Policies Drop (%)
+ VLAN Groups _ -
» VLANS Platinum O Ts (3] o o] Nm ormal
» Appliances Gold @] . v 9 N/A normel
> Intemal LAN
> Policies Silver m] 2 = B N/A ormal
» Pools
» Traffic Monitoring Sessions Bronze ] 1 v 7 M N/A normal
» Netflow Monitoring Best o any o - S s e
Effort
Fibre - 3 5 L1 s0

5. Click Save Changes.
6. Click OK.

Note: Only the Fibre Channel and Best Effort QoS System Classes are enabled in this FlexPod
implementation. The Cisco UCS and Cisco Nexus switches are intentionally configured this
way so that all IP traffic within the FlexPod will be treated as Best Effort. Enabling the other
QoS System Classes without having a comprehensive, end-to-end QoS setup in place can
cause difficulty troubleshooting issues. For example, NetApp storage controllers, by default,
mark IP-based, VLAN-tagged packets with a CoS value of 4. With the default configuration
on the Nexus switches in this implementation, storage packets will pass through the switches
and into the Cisco UCS Fabric Interconnects with CoS 4 set in the packet header. If the Gold
QoS System Class in the Cisco UCS is enabled and the corresponding CoS value is left at 4,
these storage packets will be treated according to that class and if Jumbo Frames is being
used for the storage protocols, but the MTU of the Gold QoS System Class is not set to
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Jumbo (9216), packet drops will occur. Note also that if the Platinum class is enabled, the
MTU must be set to 9216 to use Jumbo Frames in that class.
Create local disk configuration policy

A local disk configuration specifying no local disks for the Cisco UCS environment is necessary if the
servers in the environment do not have a local disk. This policy should not be used on servers that
contain local disks.

To create a local disk configuration policy, follow these steps:

1. In Cisco UCS Manager, select Servers.
2. Go to Policies > root.
3. Right-click Local Disk Config Policies.
4. Select Create Local Disk Configuration Policy.
5. Enter SAN-Boot as the local disk configuration policy name.
6. Change the mode to No Local Storage.
Create Local Disk Configuration Policy ? X
Name . SAN-Boot
Descrpion :
Moce :

FlexFlash
FlexFlash State : |(s) Disable () Enable

If FlexFlash State is disabled, SD cards will become unavailable immediately.
Please ensure 5D cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State : |(e) Disable () Enable

FlexFlash Removable State : |y ¥es (") No () No Change

If FlexFlash Removable State is changed, SD cards will become unavailable temporarily.
Please ensure SD cards are not in use before changing the FlexFlash Removable State.

7. Click OK to create the local disk configuration policy.
8. Click OK.

Acknowledge Cisco UCS chassis
To acknowledge all Cisco UCS chassis, complete the following steps:

1. In Cisco UCS Manager, select the Equipment tab, then expand the Equipment tab.
Go to Equipment > Chassis.

In the Actions for Chassis 1, select Acknowledge Chassis.

Click OK and then click OK to complete acknowledging the chassis.

Click Close to close the Properties window.

a kD
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Create MAC address pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following
steps:

1.
2.

In Cisco UCS Manager, select LAN.
Go to Pools > root.

In this procedure, two MAC address pools are created, one for each switching fabric.

3.

© ©® N o Ok

10.

11.
12.
13.
14.
15.
16.
17.

52

Right-click MAC Pools under the root organization.

Select Create MAC Pool to create the MAC address pool.

Enter MAC-Pool-A as the name of the MAC pool.

Optional: Enter a description for the MAC pool.

Select Sequential as the option for Assignment Order. Click Next.
Click Add.

Specify a starting MAC address.

For the FlexPod solution, the recommendation is to place OA in the next-to-last octet of the starting
MAC address to identify all of the MAC addresses as Fabric A addresses. In our example, we have
carried forward the example of also embedding the Cisco UCS domain number information giving us
00:25:B5:32:0A:00 as our first MAC address.

Specify a size for the MAC address pool that is sufficient to support the available blade or server
resources. Click OK.

Create a Block of MAC Addresses

First MAC Address : { 00:25:B5:32:04:00 | Size: | 64| B

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following
MAC prefoc
00:25:B5XX0CHX

Click Finish.

In the confirmation message, click OK.

Right-click MAC Pools under the root organization.

Select Create MAC Pool to create the MAC address pool.

Enter MAC-Pool-B as the name of the MAC pool.

Optional: Enter a description for the MAC pool.

Select Sequential as the option for Assignment Order. Click Next.
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18. Click Add.
19. Specify a starting MAC address.

For the FlexPod solution, it is recommended to place OB in the next to last octet of the starting MAC
address to identify all the MAC addresses in this pool as Fabric B addresses. Once again, we have
carried forward in our example of also embedding the Cisco UCS domain number information giving
us 00:25:B5:32:0B:00 as our first MAC address.

20. Specify a size for the MAC address pool that is sufficient to support the available blade or server
resources. Click OK.

21. Click Finish.
22. In the confirmation message, click OK.

Create iSCSI IQN pool
To configure the necessary IQN pools for the Cisco UCS environment, complete the following steps:
1. In Cisco UCS Manager, select SAN.
2. Goto Pools > root.
3. Right-click IQN Pools.
4. Select Create IQN Suffix Pool to create the IQN pool.
5. Enter IQN-Pool for the name of the IQN pool.
6. Optional: Enter a description for the IQN pool.
7. Enter ign.2010-11.com. flexpod as the prefix.
8. Select Sequential for Assignment Order. Click Next.
9. Click Add.
10. Enter ucs-host as the suffix.
If multiple Cisco UCS domains are being used, a more specific IQN suffix might need to be used.
11. Enter 1 in the From field.
12. Specify the size of the IQN block sufficient to support the available server resources. Click OK.

Create a Block of IQN Suffixes

Suffix: | ucs-host

From : |1

size : [1§ :

13. Click Finish.
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Create iSCSI Initiator IP address pools

To configure the necessary IP pools iSCSI boot for the Cisco UCS environment, complete the following

steps:

In Cisco UCS Manager, select LAN.

Go to Pools > root.

Right-click IP Pools.

Select Create IP Pool.

Enter iSCSI-IP-Pool-A as the name of IP pool.
Optional: Enter a description for the IP pool.

Select Sequential for the assignment order. Click Next.
Click Add to add a block of IP address.

In the From field, enter the beginning of the range to assign as iSCSI IP addresses.
10. Set the size to enough addresses to accommodate the servers. Click OK.

© ©® N oGk wDNRE

Create Block of IPv4 Addresses

From : [172.21.80.11 Size HIG B
Subnet Mask : |255.255.255.0 | Default Gateway : [0.0.0.0

Primary DNS : [0.0.0.0 | Secondary DNS ; [0.0.0.0

11. Click Next.

12. Click Finish.

13. Right-click IP Pools.

14. Select Create IP Pool.

15. Enter iSCSI-IP-Pool-B as the name of IP pool.

16. Optional: Enter a description for the IP pool.

17. Select Sequential for the assignment order. Click Next.
18. Click Add to add a block of IP address.

19. In the From field, enter the beginning of the range to assign as iSCSI IP addresses.

20. Set the size to enough addresses to accommodate the servers. Click OK.
21. Click Next.
22. Click Finish.
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Create UUID suffix pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS
environment, complete the following steps:

In Cisco UCS Manager, select Servers.

Go to Pools > root.

Right-click UUID Suffix Pools.

Select Create UUID Suffix Pool.

Enter UUID-Pool as the name of the UUID suffix pool.
Optional: Enter a description for the UUID suffix pool.
Keep the prefix at the derived option.

Select Sequential for the Assignment Order.

Click Next.

10. Click Add to add a block of UUIDs.

11. Keep the From field at the default setting.

12. Specify a size for the UUID block that is sufficient to support the available blade or server resources.
Click OK.

© ©® N oGk wDNRE

Create a Block of UUID Suffixes

From: | 0000-000000000001 Size :

13. Click Finish.
14. Click OK.

Create server pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:
Consider creating unique server pools to achieve the granularity that is required in your environment.
1. In Cisco UCS Manager, select Servers.

2. Goto Pools > root.

3. Right-click Server Pools.
4. Select Create Server Pool.
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5. Enter Infra-Pool as the name of the server pool.
Optional: Enter a description for the server pool. Click Next.

7. Select two (or more) servers to be used for the VMware management cluster and click >> to add
them to the Infra-Pool server pool.

8. Click Finish.
9. Click OK.

Create Network Control Policy for Cisco Discovery Protocol and Link Layer
Discovery Protocol

To create a Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol
(LLDP), complete the following steps:

1. In Cisco UCS Manager, select LAN.

Go to Policies > root.

Right-click Network Control Policies.

Select Create Network Control Policy.

Enter Enable-CDP-LLDP policy name.

For CDP, select the Enabled option.

For LLDP, scroll down and select Enabled for both Transmit and Receive.

N o ok wDdN

Create Network Control Palicy

cop | Disabled () Enabled

MAC Register Mode |-§'.0n|y Mative Vlan () All Host Vians |

Action on Uplink Fail - |(e; Link Down () Warning

MAC Security

Forge: | Allow Den)-"

LLDP

Transmit: | Disabled (s) Enabled |
Receive : () Disabled () Enabled

8. Click OK to create the network control policy. Click OK.

Create power control policy
To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, select Servers.

Go to Policies > root.

Right-click Power Control Policies.

Select Create Power Control Policy.

Enter No-Power-Cap as the power control policy name.

SIS S
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6. Change the power capping setting to No Cap.

Create Power Control Policy

Name . No-Power-Cap
Description
Fan Speed Policy : |Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority.
If you choose no-cap, the server is exempt from all power capping.

(w)No Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
mare power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

7. Click OK to create the power control policy. Click OK.

Create server pool qualification policy (optional)

To create an optional server pool qualification policy for the Cisco UCS environment, complete the
following steps:

This example creates a policy for Cisco UCS B200 M5 servers for a server pool.

In Cisco UCS Manager, select Servers.

Go to Policies > root.

Right-click Server Pool Policy Qualifications.

Select Create Server Pool Policy Qualification.

Name the policy UCS-B220-M5.

Select Create Server PID Qualifications.

Choose UCSB-B200-M5 from the PID drop-down list.

N o ok wDNpRE

Create Server PID Qualifications

PID: [UCSB-B200-M5 v]
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8. Click OK.
9. Optionally choose additional qualifications to refine server selection parameters for the server pool.
10. Click OK to create the policy, and then click OK for the confirmation.

Create server BIOS policy
To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

In Cisco UCS Manager, select Servers.

Go to Policies > root.

Right-click BIOS Policies.

Select Create BIOS Policy.

Enter VM-Host as the BIOS policy name.

Click OK to create the policy, and then click OK for the confirmation.

Expand BIOS Policies and select the newly created BIOS Policy. Set the following within the Main tab
of the Policy:

a. CDN Control -> Enabled
b. Quiet Boot -> Disabled

No ok wDhpE

' UCS Manager

Al Servers | Policles | root / BIOS Policies | VM-Host

v Seners Main Advanced Boot Options Server Management Events

~ Sernvice Profiles

Actions

* root
»  Sub-Organizations

~ Senvice Profle Templates

~ root

» Sub-Organizations
Properties

~ Policies
v oot Yo Advanced Fiter 4 Export % Print it
» Adapter Policies
BIOS Setting Value
» BIOS Defaults
~ BIOS Policies CDN Control Enabled v
SRIOV Front panel lockout Platform Default v
usNIC
POST error pause Platform Default v
VM-Host
Quiet Boot Enabl v
» Boot Palicies
» Diagnostics Policies Platform Default M
» Graphics Card Policies
» Host Firmware Packages
» IPMIfRedfish Access Profiles
»  KVM Management Policies

8. Click the Advanced tab, leaving the Processor tab selected within the Advanced tab. Set the following
within the Processor tab:

Processor C State -> Disabled
Processor C1E -> Disabled
Processor C3 Report -> Disabled
Processor C6 Report -> Disabled
Processor C7 Report -> Disabled

-0 Qo0 T ®

Power Technology -> Custom
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asco. UCS Manager

Servers | Policles / root | BIOS Policies / VM-Host

v Servers Main A ced Boot Options Server Management Events

> Senvice Profiles Intel Directed 10 RAS Memory ~ Serial Pot  USE  PCI QPI  LOM and PCle Slots
» Service Profile Templates

~ Policies Yo Advanced Fiter 4 Export & Print

v root BIOS Setting Value
» Adapter Policies

ocessor C Sta abled

» BIOS Defaults Processor C State Disabled v

+ BIOS Policies Processor C1E Disabled =

SRIOV Processor C3 Report Disabled v

usNIC

Processor C6 Report Disabled X

Boot Policies Processor C7 Report Disabled v

» Diagnostics Policies Processor CMCI Platform Default =

» Graphics Card Policies Power Technology Gustom -
» Host Firmware Packages

Energy Performance Platform Default v

IPMI/Redfish Access Profies

9. Click the RAS Memory tab, and select:
a. NVM Performance Setting -> Balanced Profile
b. Memory RAS configuration -> Maximum Performance

Manager

21 . Servers | Policles | root | BIOS Policies | VM-Host

~ Servers Main Options Server Management Events

» Service Profies Proces Intel Directed 10 m SerialPort  USB PCI  QPI  LOMandPCle Slots  Trusted Plat

» Senvice Profile Templates

+ Policies o Advanced Fiter 4 Export % Print
~ roat BIOS Setting Value
» Adapter Palicies TRO0S PIATTOTTY DETauT v
> BIOS Defaults DDR3 Voltage Selection Platform Default v
> BIOS Policies
DRAM Refresh Rate Platform Default v
SRIOV
. LV DDR Mode Platform Default v
Vi I Mirroring Mode Platform Default v
» Boot Policies NUMA optimized Platform Default v
» Diagnostics Policies
o NVM Performance Setting Balanced Profile v
» Graphics Card Policies
» Host Firmwere Packages Select PPR type configuration Platform Default -
» IPMI/Redfsh Access Profiles Memory Size Limit in GB Platform Default [0-65535] [Step Value: 1]
> KVM Management Policies Partial Memory Mirror Mode Platform Default v
» Local Disk Confg Policies
Partial Mirror percentage Platform Default [0.00-50.00] [Step Value: 0.01]
» Meaintenance Policies
» Management Fimware Packages Partial Mirror1 Size In GB Platform Default [0-65535] [Step Value: 1]
» Memory Policy Partial Mirror2 Size in GB Platform Default [0-65535] [Step Value: 1]
» Persistent Memory Policy Partial Mirror3 Size In GB Platform Default [0-65535] [Stap Valus: 1]
» Pawer Control Policies
Partial Mirror4 Size in GB Platform Default [0-65535] [Step Value: 1]
» Power Sync Policies
» Scrub Policies Memory RAS configuration Maximum Performance v
» Sefial over LAN Policies NVM Sn mode for 2LM Platform Default v

Server Pool Policies
Snos

ode for AD Platform Default v

Server Poal Policy Qualifications

10. Click Save Changes.
11. Click OK to accept the change.

Update the default maintenance policy

To update the default maintenance policy to either require user acknowledgement before server boot
when service profiles change or to make the changes on the next server reboot, follow these steps:

1. In Cisco UCS Manager, select Servers.
2. Goto Policies > root.
3. Select Maintenance Policies > default.
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4. Change the Reboot Policy to User Ack.

5. Select On Next Boot to delegate maintenance windows to server administrators.
Ll () v . o

asco. UCS Manager

Servers | Policies / root / Maintenance Policles | default

All -

~ Servers General Events

» Service Profiles

» Senvice Prafile Templales Actions Properties

~ Policies Name default

v root
Show Policy Usage Description
» Adapter Policies
Owner Local
» BIOS Defaults
150 Sec:
» BIOS Palicies Soft Shutdown Timer 50 Secs v
» Boot Palicies Storage Config. Deployment Policy immediate (s User Ack
> Diagnosties Policles Reboot Policy Immediate (s User Ack ) Timer Automatic
» Graphics Card Policies
~| On Next Boot|(Apply pending changes at next reboat.)
» Host Firmware Packages
» IPMI/Redfish Access Profiles
» KVM Management Policies
» Local Disk Config Policies
~ Maintenance Policies
default

» Management Firmware Packages
» Memoary Policy
» Persistent Memary Policy
»  Power Control Policies

6. Click Save Changes.
7. Click OK to accept the change.

Create VNIC templates
To create multiple virtual network interface card (vNIC) templates, follow these steps.

A total of four vNIC templates will be created. Two of the vNIC templates (vSwitchO-A and vSwitch0O-B)
will be created for vNICs to connect to VMware ESXi vSwitch0. vSwitchO will have port groups for the I1B-
MGMT, Infra-NFS, vMotion, and VMTraffic VLANS.

The third and fourth vNIC templates (iISCSI-A and iSCSI-B) will be created for vNICs to connect to the
iISCSI switches for communicating with the storage using iSCSI protocol.

Create infrastructure vNIC templates

To create the first infrastructure vNIC templates, vSwitchO-A, complete the following steps:
Select LAN.

Go to Policies > root.

Right-click vNIC Templates.

Select Create VNIC Template.

Enter vSwitchO-A as the vNIC template name.

Select Fabric A. Do not select the Enable Failover option.

Set Redundancy Type to Primary Template.

Leave the Peer Redundancy Template as <not set>.

© ©® N o gk wDhpRE

Under Target, make sure that only the Adapter option is selected.
10. Select Updating Template for Template Type.
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Create vNIC Template

Name ¢ wSwitchO-A
Description
Fabric 1D (=) Fabric A () Fabric B || Enable
Failover
Redundancy
Redundancy Type |{:j'- Mo Redundancy -'éj-Primary Template -'::-Secondary Template |
Peer Redundancy Template
Target
| Adapter
] vm
Warning

If VM is selected, a port profile by the same name will be craated.
If @ port profile of the same name exists, and updating template is selected, it will be ovenwritten

Template Type ¢ |(_vInitial Template () Updating Template

WLANS WLAMN Groups

11. Under VLANS, select the checkboxes for IB-MGMT-VLAN, NFS-VLAN, vMotion-VLAN,
VMTraffic-VLAN, and Native-VLAN VLANS.

12. Select Native-VLAN as the native VLAN.

13. Leave vNIC Name set for the CDN Source.

14. Under MTU, enter 9000.

15. From the MAC Pool list, select MAC-Pool-A.

16. From the Network Control Policy list, select Enable-CDP-LLDP.
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17.
18.
19.
20.
21.
22.
23.
24,
25.

26.
27.

28.
29.

Click OK to complete creating the vNIC template.

Click OK.

Select LAN on the left.

Select Policies > root.
Right-click vNIC Templates.
Select Create vNIC Template.

Enter vSwitchO-B as the vNIC template name.

Select Fabric B. Do not select the Enable Failover option.

Set Redundancy Type to Secondary Template.

Choose vSwitch0-A for the Peer Redundancy Template.

From the MAC Pool list, select MAC-Pool-B.

Note:

Create vNIC Template 7 X
Template Type : | _Initial Template (s Updating Template
VLANS VLAN Groups
Y, Advanced Fiter 4 Export & Print el
Select Name Native VLAN WLAN ID ‘
PUSIFD=VLAN T JIT |
|
Native - Appliances 2
|
i Native-VLAN . 2
v NFS-VLAN 33z0
v vMotion-VLAN 3341
|
b VMTraffic-VLAN 3340 |
Create VLAN
CDN Source : [(#)¥NIC Name () User Defined |
MTU 9000
MAC Pool MAC-Pool-A{54/64) ¥
Network Control Policy © | Enable-CDP-LLDP ¥
Stats Threshold Policy @ | default ¥
Connection Policies

The MAC pool is all that needs to be selected for the Secondary Template. All other values

will either be propagated from the Primary Template or set to default values.

Click OK to complete creating the vNIC template.

Click OK.

Create iSCSI vNIC templates
To create iSCSI vNICs templates, complete the following steps:

1.
2.
3.
4

62

Select LAN.

Go to Policies > root.
Right-click vNIC Templates.
Select Create vNIC Template.
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5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.

63

Enter 1sCSI-A as the vNIC template name.

Select Fabric A. Do not select the Enable Failover option.

Leave Redundancy Type set at No Redundancy.

Under Target, make sure that only the Adapter option is selected.
Select Updating Template for Template Type.

Create vNIC Template

Name © ISCSI-A
Description

() Fabric A
Failover

() Fabric B [ "] Enable

Fabric 1D

Redundancy

?

Redundancy Type : - Mo Redundancy Primary Template u_:: Secondary Template |

Target
~| Adapter

] vm

Warning

If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten

Template Type

VLANS VLAN Groups

Yo Advanced Filter

: ‘-j:-\nitial Template (s Updating Template

4 Export & Print

Under VLANS, select only i SCST-A-VLAN.

Select iSCSI-A-VLAN as the native VLAN.

Leave vNIC Name set for the CDN Source.

Under MTU, enter 9000.

From the MAC Pool list, select MAC-Pool-A.

From the Network Control Policy list, select Enable-CDP-LLDP.
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16.
17.
18.
19.
20.
21.
22,
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.

Create vNIC Template

Network Control Policy Enable-CDP-LLDP

| VLANS | VLAN Groups
T, Advanced Fiter 4 Export % Print £
Select Name Native VLAN WVLAN ID
IB-MGMT-VLAN 3319
v ISCSI-A-VLAN . 3336
ISCSI-B-VLAN 3337
Native - Appliances 2
Native-VLAN 2
Create VLAN
CDN Source [¢e/WNIC Neme () User Defined
MTU 9000
MAC Pool MAC-Pool-A(54/64) v
QoS Policy <not set> v

Cancel

Click OK to complete creating the vNIC template.

Click OK.

Select LAN on the left.

Select Policies > root.

Right-click vNIC Templates.

Select Create VNIC Template.

Enter 1SCS1-B as the vNIC template name.

Select Fabric B. Do not select the Enable Failover option.
Leave Redundancy Type set at No Redundancy.

Under Target, make sure that only the Adapter option is selected.

Select Updating Template for Template Type.

Under VLANS, select only i SCSI-B-VLAN.

Select 1SCSI-B-VLAN as the native VLAN.

Leave vNIC Name set for the CDN Source.

Under MTU, enter 9000.

From the MAC Pool list, select MAC-Pool-B.

From the Network Control Policy list, select Enable-CDP-LLDP.
Click OK to complete creating the vNIC template.

Click OK.

Create LAN connectivity policy for iSCSI boot

There are two iSCSI LIFs configured on storage cluster node 1 (iscsi 1if0Ola and iscsi 1if01b)
and two iSCSI LIFs are on storage cluster node 2 (iscsi 1if02a and iscsi 1if02b). The A LIFs are
created on ports connected to Fabric A (Cisco UCS Fabric Interconnect A) and the B LIFs are created on

ports connected to Fabric B (Cisco UCS Fabric Interconnect B).
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To configure the necessary infrastructure LAN connectivity policy, complete the following steps:

In Cisco UCS Manager, select LAN.

Go to Policies > root.

Right-click LAN Connectivity Policies.

Select Create LAN Connectivity Policy.

Enter 1SCSI-Boot as the name of the policy.

Click the upper Add option to add a vNIC.

In the Create VNIC dialog box, enter 00-vSwitch0-A as the name of the vNIC.
Select the Use vNIC Template option.

In the VNIC Template list, select vSwitchO-A.

© ©® No ks wDdpR

10. From the Adapter Policy drop-down list, select vMWare.
11. Click OK to add this vNIC to the policy.

Create vNIC ? X

Name :  00-vSwitchO-A
Use ¥NIC Template : (¥
Redundancy Pair ‘:‘ Peer Name

WNIC Template : | ySwitchD-A v Create vNIC Template I

Adapter Performance Profile

Adapter Palicy UMWare v Create Ethernet Adapter Policy

12. Click Save Changes and OK.

13. Click the Add button to add another vNIC to the policy.

14. In the Create VNIC dialog box, enter 01-vSwitch0-B as the name of the vNIC.
15. Select the Use vNIC Template option.

16. In the vNIC Template list, select vSwitch0-B.

17. From the Adapter Policy drop-down list, select vMiWare.

18. Click OK to add this vNIC to the policy.

19. Click Save Changes and OK.

20. Click the Add button to add another vNIC to the policy.

21. In the Create VNIC dialog box, enter 02-i1SCSI-A as the name of the vNIC.
22. Select the Use vNIC Template option.

23. In the vNIC Template list, select 1SCSI-A.

24. From the Adapter Policy drop-down list, select vMWare.
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25. Click OK to add this vNIC to the policy.

26. Click Save Changes and OK.

27. Click the Add button to add another vNIC to the policy.

28. In the Create VNIC dialog box, enter 03-1SCSI-B as the name of the vNIC.
29. Select the Use vNIC Template option.

30. In the vNIC Template list, select 1SCST-B.

31. From the Adapter Policy drop-down list, select vMWare.

32. Click OK to add this vNIC to the policy.

Create LAN Connectivity Policy 7 X
Name iSCSI-Boot
Description
Click Add to specify one or more vNICs that the server should use to connect to the LAN.
Name MAC Address Native VLAN
VNIC 03-ISCSI-B Derived
VNIC 02-ISCSI-A Derived
VNIC 01-vSwitch0-B Derived
VNIC 00-vSwitch0-A Derived

@ Add

(¥ Add iSCSI vNICs

33. Click Save Changes and OK.

34. Expand the Add iSCSI vNICs option.

35. Click the Lower Add option in the Add iSCSI vNICs space to add the iSCSI vNIC.

36. In the Create iSCSI vNIC dialog box, enter iSCSI-Boot-2 as the name of the vNIC.
37. Select the Overlay VNIC as 02-1SCSI-A.

38. Leave the iISCSI Adapter Policy option to default.

39. Leave the VLAN as iSCSI-A-VLAN (native).

40. Leave the MAC address assignment as Select (None used by default).

66 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.
VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS



41,
42.
43.
44,
45,
46.
47.

Create iSCSI vNIC T X

Name iSCSI-Boot-A
Overlay vNIC 02-ISCSl-A M

ISCSI Adapter Policy etault v Create iSCS| Adapter Policy

VLAN ISCSI-A-VLAN (native) v
ISCSIMAC Address

MAC Address Assignment: Select(None used by default)

la |

Create MAC Pool

Click OK to add the iSCSI vNIC to the policy.

Click Save Changes and OK.

Click the Lower Add option in the Add iSCSI vNICs space to add the iISCSI vNIC.

In the Create iISCSI vNIC dialog box, enter i SCSI-Boot-B as the name of the vNIC.
Select the Overlay VNIC as 03-1SCSI-B.

Leave the iISCSI Adapter Policy option to default.

Leave the VLAN as 1SCSI-B-VLAN (native).

48. Leave the MAC address assignment as Select (None used by default).
49. Click OK to add the iSCSI vNIC to the policy.
Create LAN Connectivity Policy ? X
VNIC 03-ISCSI-B Derived
VNIC 02-ISCSI-A Derived
VNIC 01-vSwitch0-B Derived
VNIC 00-vSwitch0-A Derived
() Add
© Add iSCSI vNICs
Name Overlay vNIC Name iSCSI Adapter Policy MAC Address
ISCSIvNIC ISCSI-Boot-B 03-i5CsI-B default Derived
ISCSI vNIC ISCSI-Boot-A 02-iSCsI-A default Derived
() Add
“ Cancel
50. Click Save Changes and OK.
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Create iSCSI boot policy

To create an iSCSI boot policy for the Cisco UCS environment and use the iscsi 1if01la LIF as the
primary target, complete the following steps:

In Cisco UCS Manager, select Servers.
Go to Policies > root.

Right-click Boot Policies.

Select Create Boot Policy.

1
2
3
4
5. Enter Boot-iSCSI-A as the name of the boot policy.
6. Optional: Enter a description for the boot policy.

7. Do not select the Reboot on Boot Order Change checkbox.

8. Select the Uefi Boot Mode.

9. Select Boot Security.

10. Expand the Local Devices drop-down menu and select Add Remote CD/DVD.
11. Expand the iSCSI vNICs drop-down menu and select Add iSCSI Boot.

12. In the Add iSCSI Boot dialog box, enter i SCST-A. Click OK.

13. Select Add iSCSI Boot.

14. In the Add iSCSI Boot dialog box, enter i SCST-B. Click OK.

15. Expand CIMC Mounted Media and select Add CIMC Mounted CD/DVD.

N

Create Boot Policy Y

Name Boot-iSCSI-A
Description

Reboot on Boot Order Change ]
Enforce vNIC/vHBA/ISCS| Name @
Boot Mode Legacy (=) Ush

Boot Security (A
WARNINGS:
The type (primary/secondary) does not indicate a boot order presence
The effective order of boot devices within the same device class (LANjStorage/iSCSI) is determined by PCle bus scan order.
If Enforce vNIC/vHBA/ISCSI Name is selected and the vNIC/vHBA/ISCSI| does not exist, a config error will be reported
If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

(® Local Devices Boot Order
+ =— TYsAdvanced Fiter 4 Export % Print Eel
‘:‘;:‘ EiMEMotniadi/hadi Name Or.a VNIC.. Type LUN .. WWN Slot ... Boot.. Boot.. Desc.
Remote CD/DVD
Add CIMC Mounted HDD v ISCSI 2
iscsl iSCS... Primary
@ vNICs 1scsl iSCS... Secondary

% CIMC Mounted CD/D... 3
(® vHBAs

(# iSCSI vNICs

16. Click OK to create the policy.
17. Click OK.

Note: UEFI Secure Boot can be used to boot VMware ESXi 7.0 with or without a TPM 2.0 module
in the UCS server.

68 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.
VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS



Create vMedia policy for VMware ESXi 7.0 ISO install boot

In the NetApp ONTAP setup, an HTTP web server is required, which is used for hosting ONTAP as well
as VMware software. The vMedia policy created here maps the VMware ESXi 7 1ISO to the Cisco UCS
server in order to boot the ESXi installation. To create this policy, complete the following steps:

In Cisco UCS Manager, select Servers.
Go to Policies > root.
Right click vMedia Policies.
Select Create vMedia Policy.
Name the policy ESXi-7.0-HTTP.
Enter “Mounts ISO for ESXi 7.0”in the Description field.
Select Yes for Retry on Mount failure.
Click Add.
Name the mount ESXi-7.0-HTTP.
. Select the CDD Device Type.
. Select the HTTP Protocol.
. Enter the hostname or the IP Address of the web server.

© ©® N o 0k wDdhPRE

el el
N B O

Note: If DNS server IPs were not entered into the KVM IP earlier, it would be necessary to enter the
IP of the web server instead of the hostname.

13. Enter VvMware-ESXi-7.0.0-16324942-Custom-Cisco-4.1.2a.iso as the Remote File name.

Note: This Cisco customer VMware ESXi 7.0 ISO can be downloaded from VMware Downloads.
14. Enter the web server path to the ISO file in the Remote Path field.

Create vMedia Mount

Mame o ESXi-7.0-HTTP
Description

Device Type

Protocol : |-j:'-I\IFS () CIFS (& HTTP (_/HTTPS |

Hostname/IP Address 10.61.185.68

Image Name Variable : |o None () Service Profile Name |

Remote File VMware-ESXi-7.0.0-16324942-Custom-Cisco-4.1
Remote Path |,f|

Username

Password

Remap on Eject 0O

15. Click OK to create the vMedia Mount.
16. Click OK then OK again to complete creating the vMedia Policy.
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Note: For any new servers added to the Cisco UCS environment the vMedia service profile
template can be used to install the ESXi host. During first boot, the host boots into the ESXi
installer because the SAN mounted disk is empty. After ESXi is installed, the vMedia is not
referenced as long as the boot disk is accessible.

Create service profile template
In this procedure, one service profile template for infrastructure ESXi hosts is created for Fabric A boot.
To create the service profile template, complete the following steps:

1. In Cisco UCS Manager, select Servers.

2. Goto Service Profile Templates > root.

3. Right-click root.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter VvM-Host-Infra-iSCSI-A as the name of the service profile template. This service profile
template is configured to boot from storage node 1 on Fabric A.

6. Select the Updating Template option.

7. Under UUID, select UUID Pool as the UUID pool. Click Next.

Create Service Profile Template ? X

*You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
ELGEEN AL EREDNEE]  tompiate and enter a description

Storage Provisloning Name : VM-Host-Infra-iSCSI-A

The template will be created in the following organization. Its name must be unigue within this organization.
Networking Where : org-root

The template will be created in the following organization. Its name must be unique within this organization
SAN Gonnectivity Type Initial Template (e) Updating Template

Specify how the UUID will be assigned to the server associated with the service generated by this template
uuiD
Zoning

VNIC/vHBA Placement UUID Assignment: | UUID-Pool(16/16) v

The UUID will be assigned from the selected pool
vMedia Pollcy The available/total UUIDs are displayed after the pool name.

Server Boot Order
Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used

Maintenance Policy

Server Assignment

Operational Policles
Next > m Cancel

Configure storage provisioning
To configure storage provisioning, complete the following steps:

1. If you have servers with no physical disks, click Local Disk Configuration Policy and select the SAN-
Boot Local Storage Policy. Otherwise, select the default Local Storage Policy.
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Create Service Profile Template

Optionally specify or create a Storage Profile, and select a local disk configuration policy.
Kdentify Service Profile

Template
Specific Storage Profile Storage Profile Policy Local Disk Configuration Policy

Local Storage; saN-Boot v
Networking }
Create Local Disk Configuration Policy Mode : NoLocal Storage
Connectivity Protect Configuration : Yes

If Protect Configuration is set, the local disk configuration is
preserved if the service profile is disassociated

Zoning With the server. In that case, a configuration error will be
raised when a new senvice profile is associated with
that server if the local disk configuration in that profile is
different.

vNIC/vHBA Placement FlexFlash

FlexFlash State . Disable

vMedia Policy If FlexFlash State is disabled, SD cards will become
unavailable immediately.
Please ensure SD cards are not in use before disabling the
FlexFlash State

Server Boot Order FlexFlash RAID Reporting State : Disable

FlexFlash Removable State No Change

Maintenance Policy I FlexFlash Removable State is changed, SD cards will
become unavailable temporarily.
Please ensure SD cards are not in use before changing the

Server Assignment FlexFlash Removable State.

Operational Policies <Prev Next > m Cancel

2. Click Next.

Configure networking options
To configure the networking options, complete the following steps:

1. Keep the default setting for Dynamic vNIC Connection Policy.

2. Select the Use Connectivity Policy option to configure the LAN connectivity.
3. Select iSCSI-Boot from the LAN Connectivity Policy drop-down menu.

4. Select IQN-Pool in Initiator Name Assignment.

Create Service Profile Template

Optionally specify LAN configuration information.
Identify Service Profile

Template
Dynamic ¥NIC Connection Policy| Select a Policy to use (no Dynamic vNIC Policy by default) v
Storage Provisioning

Create Dynamic vNIC Connection Policy
Networking

?
SAN Connectivity How would you like to confgure LAN connectivity

Simple Expert No vNICs (s) Use Connectivity Policy

Zoning LAN Connectivity Policy: | iSCSI-Boot v Create LAN Connectivity Policy
Initiator Name
VNIC/vHBA PI
Initiator Name Assignment. 1GN-Pool(16/16) v
vMedia Policy
Initiator Name
Server Boot Order Create IQN Suffix Pool

The IQN will be assigned from the selected pool
The available/total IQNs are displayed after the pool name.
Maintenance Policy

Server Assignment

Operational Policies <Prev Next > m Cancel

5. Click Next.

Configure SAN connectivity

To configure SAN connectivity, complete the following steps:
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1. SelectNo vHBAs for the “How would you like to configure SAN connectivity?” field.
2. Click Next.

Configure zoning

To configure zoning, simply click Next.

Configure vNIC/HBA placement
To configure vNIC/HBA placement, complete the following steps:

1. From the Select Placement drop-down list, leave the placement policy as Let System Perform
Placement.

2. Click Next.

Configure vMedia policy
To configure the vMedia policy, complete the following steps:

1. Do not select a vMedia Policy.
2. Click Next.

Configure server boot order

To configure the server boot order, complete the following steps:

1. Select Boot-iSCS1-A for Boot Policy.

Create Service Profile Template

Optionally specify the boot policy for this service profile template.

Identify Service Profile
Template
Select a boot policy.
Storage Provisioning Boot Policy: Baot-iSCSI-A v
Create Boot Polic
Name Boot-ISCSI-A
Networking Description
Reboot on Boot Order Change No
SAN Connectivity Enforce vNIC/VHBA/ISCS| Name © Yes
Boot Mode Legacy
Zoning WARNINGS:
The type (primary/secondary) does not indicate a boot order presence
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order,
VNIC/vHBA Placement If Enforce vNIC/vHBA/ISCSI Name is selected and the vNIC/vHBA/iSCS| does not exist, a config error will be reported
If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the wNIC/vHBA with the lowest PCle bus scan order is used
Boot Order
vMedia Policy
+ =— TYsoAdvanced Fiter 4 Export ™ Print el
Name Order  wNIC/VHBA/IS Type ~ LUN WWN  Slot Boot Boot Desc.

Remote CD/DVD

Maintenance Policy iSCSI 2

iSCSI iSCSI-A Primary |
Server

el ierai-a Sarnndan:
Operational Policles <Prev Next > m Cancel

In the Boot order, expand iSCSI to select 1SCSI-A.
Click set iSCSI Boot Parameters.

In the Set iISCSI Boot Parameters dialog box, leave the Authentication Profile option to <not set>
unless you have independently created one appropriate for your environment.

5. Leave the Initiator Name Assignment dialog box to <not set> to use the single Service Profile
Initiator Name defined in the previous steps.

6. SetiSCSI IP Pool A as the Initiator IP address Policy.
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7. Select iSCSI Static Target Interface option.

8. Click Add.

9. Enter the iISCSI target name. To get the iISCSI target name of Infra-SVM, log in into storage cluster
management interface and run the iscsi show command.

AFF_A228::> iscsi show
Target Target Status
Admin

Infra-SVM ign.1992-88.com.netapp:sn.c26a6623829511ebaft@BRRal9Bdd92c9:
Infra—5vM

10. Enter the IP address of iscsi 1if02a for the IPv4 Address field.

Modify iSCSI Static Target

iSCSI Target Name  : ign.1992-08.com.netapp:
Priority 1
Port : | 3260

- Create iISCS| Authentication Profile
Authentication Profile : | <pot set> v s s

IPv4 Address 0 [172.21.80.102

LUN ID : |0

11. Click OK to add the iSCSI static target.

12. Click Add.

13. Enter the iSCSI target name.

14. Enter the IP address of iscsi 1if01a for the IPv4 Address field.
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Create iSCSI Static Target

iSCSI Target Name @ ign.1992-08.com.netapp:
Priority o2
Port : 3260

Authentication Profile : niisodie Create iSCSI Authentication Profile

IPv4 Address 1 [172.21.80.101

LUN ID : |0

15. Click OK to add the iSCSI static target.

Set iISCSI Boot Parameters ? X

Subnet Mask 255.255.255.0
Default Gateway : 0.0.0.0

Primary DNS 0.0.00
Secondary DNS © 0.0.0.0
Create IP Poal

The IP address will be automatically assigned from the selected pool.

() ISCS| Static Target Interface () ISCS| Auto Target Interface

Name Priarity Paort Authentication Pr..  I1SCSI IPV4 Addre LUM Id
Iqn.1992-08.c.. 1 3260 172.21.80.102 0
Iqn.1992-08.c 2 3260 172.21.80.101 o

(¥) Add [7] Delete @) Info

Minimum one instance of ISCSI Static Target Interface and maximum two are allowed.

16. Click OK.
17. In the Boot order, select iSCSI-B.
18. Click set iSCSI Boot Parameters.

19. In the Set iISCSI Boot Parameters dialog box, leave the Authentication Profile option to <not set>

unless you have independently created one appropriate for your environment.
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20. Leave the Initiator Name Assignment dialog box to <not set> to use the single Service Profile
Initiator Name defined in the previous steps.

21. Set iSCSI_IP Pool B as the Initiator IP address Policy.

22. Select iSCSI Static Target Interface option.

23. Click Add.

24. Enter the same iSCSI target name.

25. Enter the IP address of iscsi 1i£02b for the IPv4 Address field.
26. Click OK to add the iSCSI static target.

27. Click Add.

28. Enter the iISCSI target name.

29. Enter the IP address of iscsi 1i£01b for the IPv4 Address field.

Set iSCSI Boot Parameters ? X

Subnet Mask  : 255.255.255.0
Default Gateway © 0.0.0.0
Primary DNS : 0.0.0.0
Secondary DNS @ 0.0.0.0
Create IP Pool
The IP address will be automatically assigned from the selected pool.

(e iSCS| Static Target Interface () iSCSI| Auto Target Interface

Name Priarity Port Authentication Pr.. 1SCSI IPV4 Addre.. LUN Id
Ign.1992-08.c... 1 3260 172.21.81.102 0
Ign.1992-08.c.. 2 3260 172.21.81.101 0

(#) Add
Minimum one Instance of ISCSI Static Target Interface and maximum two are allowed.

30. Click OK to add the iSCSI static target.
31. Click OK.
32. Click Next.

Configure maintenance policy
To configure the maintenance policy, complete the following steps:

1. Change the maintenance policy to default.
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Ientify Service Profile this service profile.
Template
Storage Provisioning (2 Maintenance Policy
Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profies.
Networking Maintenance Palicys
V] default v Create Maintenance Policy

SAN Connectivity
Zoning Name default

Description

Soft Shutdown Timer 150 Secs
VNIC/vHBA Placement

Storage Config. Deployment Policy : User Ack

Reboot Palicy User Ack
vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

2. Click Next.

Create Service Profile Template 7 X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with

<Prev Next> m Cancel

Configure server assignment

To configure the server assignment, complete the following steps:

1.

In the Pool Assignment list, select Infra-Pool.

2. Select Down as the power state to be applied when the profile is associated with the server.

3. Expand Firmware Management at the bottom of the page and select the default policy.

Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

rer Assignment

‘Operational Policies

4. Click Next.

Create Service Profile Template

Optionally Specify a server pool for this service profile template

You can select a server pool you want to associate with this service profile template

Pool Asslgnment: Infra-Poal v Create Server Pool

Select the power state to be applied when this profie is associated
with the server.

Up (s Down

The service profile template will be associated with one of the servers in the selected pool.
If desired, you can specify an additional server pool policy qualification that the selected server must meet. To do so, select the qualifcation
from the list.

Server Pool Qualification <not set> v

Restrict Migration U

(=) Firmware Management (BIOS, Disk Controller, Adapter)

If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with.
‘Otherwise the system uses the firmware already installed on the associated server.

Host Firmware Package; default v

<Prev Next > m Ccancel

Configure operational policies

To configure the operational policies, complete the following steps:

1. From the BIOS Policy drop-down list, select VM-Host.
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2. Expand Power Control Policy Configuration and select No-Power-Cap from the Power Control Policy
drop-down list.

Create Service Profile Template 7 X

Optionally specify information that affects how the System operates.
Identify Service Profile

Template
(2 BIOS Configuration
Storage Provisioning
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

Networking BIOS Palicy: | yM-Host v

SAN Connectivity
(¥ External IPMI/Redfish Management Configuration
Zoning
(# Management IP Address
vNIC/vHBA Placement
(® Monitoring Configuration (Threshalds)
vMedia Policy

(=) Power Control Policy Configuration

Server Boot Order
Power control policy determines power allocation for a server in a given power group.

Create Power Control Policy

Maintenance Policy Power Control Paolicy No-Power-Cap v ‘

Server Assignment (® Scrub Policy

Operational Policies <Prev m Cancel

3. Click Finish to create the service profile template.
4. Click OK in the confirmation message.

Create vMedia-enabled service profile template
To create a service profile template with vMedia enabled, complete the following steps:

Connect to UCS Manager and select Servers.

Go to Service Profile Templates > root > Service Template VM-Host-Infra-iSCSI-A.
Right-click VM-Host-Infra-iSCSI-A and select Create a Clone.

Name the clone VM-Host-Infra-iSCSI-A-vM.

Click OK to create and click OK again.

Select the newly created VM-Host-Infra-iSCSI-A-vM template and select the vMedia Policy tab on the
right.

Click Modify vMedia Policy.
8. Select the ESXi-7.0-HTTP vMedia Policy and click OK.
9. Click OK.

S A

~

Create service profiles

To create service profiles from the service profile template, complete the following steps:

1. Connectto Cisco UCS Manager and select Servers.

2. Goto Service Profile Templates > root > Service Template VM-Host-Infra-iISCSI-A-vM.

3. Right click and select Create Service Profile from Template and complete the following steps:
c. Enter vM-Host-Infra-0 as the naming prefix.
d. Enter 2 as the number of instances to create.
e. Select the VM-Host-Infra-iISCSI-A-vM template under the root Organizations.
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Create Service Profiles From Template

Naming Prefix VM -Host-Infra-0
Name Suffix Starting Number: | 1
Number of Instances 2

Service Profile Template VM -Host-Infra-iSCSI-

f. Click OK to create the service profiles.
g. Click OK in the confirmation message.
4. Verify that the service profiles VvM-Host-Infra-01 and VM-Host-Infra-02 have been created.

Note: The service profiles are automatically associated with the servers in their assigned server
pools.

NetApp storage deployment configuration (part 2)
ONTAP boot storage setup

Create initiator groups
To create initiator groups (igroups), complete the following steps:

1. Run the following commands from the cluster management node SSH connection.

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-01 -protocol iscsi -ostype vmware -
initiator <vm-host-infra-0l1-iqgn>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-02 -protocol iscsi -ostype vmware -
initiator <vm-host-infra-02-iqgn>

igroup create -vserver Infra-SVM -igroup MGMT-Hosts -protocol iscsi -ostype vmware —-initiator
<vm-host-infra-01-ign>, <vm-host-infra-02-ign>

2. To view the three igroups just created, run the igroup show command.

Map boot LUNs to igroups
To map boot LUNS to igroups, complete the following step:

1. From the storage cluster management SSH connection, run the following commands:

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -igroup VM-Host-Infra-01 -lun-
id 0
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-B -igroup VM-Host-Infra-02 -lun-
id 0

VMware vSphere 7.0 deployment procedure

This section provides detailed procedures for installing VMware ESXi 7.0 in a FlexPod Express
configuration. After the procedures are completed, two iSCSI SAN booted ESXi hosts are provisioned.
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Note: VMware recommends a minimum cluster size of three servers. For this validation, the
minimum supported cluster size of two servers is used. You can optionally deploy additional
servers based on your solution requirements.

Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to
use the built-in KVM console and virtual media features in Cisco UCS Manager to map remote installation
media to individual servers and connect to their boot LUNS.

Download Cisco custom image for ESXi 7.0

If the VMware ESXi custom image has not been downloaded, complete the following steps to complete
the download:

1. Go to the following link: VMware vSphere Hypervisor (ESXi) 7.0
2. You need a user ID and password on vmware.com to download this software.
3. Download the .iso file.

Cisco UCS Manager

The Cisco UCS IP KVM enables the administrator to begin the installation of the operating system
through remote media. It is hecessary to log in to the Cisco UCS environment to run the IP KVM.

To log in to the Cisco UCS environment, complete the following steps:

Open a web browser and enter the IP address for the Cisco UCS cluster address.

Click Launch UCS Manager to launch the UCS Manager GUI.

If prompted to accept security certificates, accept, as necessary.

When prompted, enter admin as the user name and enter the administrative password.
To log in to Cisco UCS Manager, click Login.

From the main menu, select Servers.

Go to Service Profiles > root > VM-Host-Infra-01.

Right-click vM-Host-Infra-01 and select KVM Console.

© ©® No ok~ wDhPRE

Follow the prompts to launch the Java-based KVM console.
10. Select Servers > Service Profiles > root > VM-Host-Infra-02.
11. Right-click vM-Host-Infra-02. and select KVM Console.
12. Follow the prompts to launch the Java-based KVM console.

Set up VMware ESXi installation
ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02
Skip this section if you are using vMedia policies; the ISO file will already be connected to KVM.

To prepare the server for the operating system installation, complete the following steps on each ESXi
host:

1. Inthe KVM window, click Virtual Media.

Click Activate Virtual Devices.

If prompted to accept an Unencrypted KVM session, accept, as necessary.
Click Virtual Media and select Map CD/DVD.

Browse to the ESXi installer ISO image file and click Open.

Click Map Device.

N o g MwDd

Click the KVM tab to monitor the server boot.
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Install ESXi
ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To install VMware ESXi to the iSCSI-bootable LUN of the hosts, complete the following steps on each

host:

1. Boot the server by selecting Boot Server and clicking OK. Then click OK again.

2. After reboot, the machine detects the presence of the ESXi installation media. Select the ESXi
installer from the boot menu that is displayed.

3. After the installer is finished loading, press Enter to continue with the installation.

4. Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.

5. Select the LUN that was previously set up as the installation disk for ESXi and press Enter to
continue with the installation.

6. Select the appropriate keyboard layout and press Enter.
Enter and confirm the root password and press Enter.

8. The installer issues a warning that the selected disk will be repartitioned. Press F11 to continue with
the installation.

9. After the installation is complete, select the Virtual Media tab and clear the P mark next to the ESXi
installation media. Click Yes.
Note: The ESXi installation image must be unmapped to make sure that the server reboots into

ESXi and not into the installer.
10. After the installation is complete, press Enter to reboot the server.
11. In Cisco UCS Manager, bind the current service profile to the non-vMedia service profile template to

prevent mounting the ESXi installation iso over HTTP.

Set up management networking for ESXi Hosts

Adding a management network for each VMware host is nhecessary for managing the host. To add a
management network for the VMware hosts, complete the following steps on each ESXi host:

ESXi Host VM-Host-Infra-01 and VM-Host-Infra-02

To configure each ESXi host with access to the management network, complete the following steps:

© N o o~ wDNPR
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After the server has finished rebooting, press F2 to customize the system.
Log in as root, enter the corresponding password, and press Enter to log in.
Select Troubleshooting Options and press Enter.

Select Enable ESXi Shell and press Enter.

Select Enable SSH and press Enter.

Press Esc to exit the Troubleshooting Options menu.

Select the Configure Management Network option and press Enter.

Select Network Adapters and press Enter.

Note: Verify that the numbers in the Hardware Label field match the vmnic numbers in the Device
Name field. If the order does not match, use the Consistent Device Naming (CDN) to note
which vmnics are mapped to which vNICs and adjust the upcoming procedure accordingly.
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10.
11.
12.
13.
14.
15.
16.
17.
18.
19.

20.
21.
22,
23.
24,
25.

26.

27.
28.
29.
30.
31.

81

Hetuork Adapters

Device Name Harduare Label (MAC Address)
[¥] wnnicl BE-uSuitchD-A (... :32:0a:00) c
0l-wSuitchO-B (...:32:0b:0A) Connected C...)

[ 1 wnicZ O2-i3C5I-A (...:bD:32:0a:01)

[ 1wnnic3 03-iSC5I-B (...:b5:32:8b:6L)

D> View Details <Space? Toggle Selected CEnter> 0K <{Esc> Cancel

Use the Space bar to also select the vmnic that has the Hardware Label 01-vSwitch0-B.
Press Enter.

Select the VLAN (Optional) option and press Enter.

Enter the <var ib mgmt vlan id> and press Enter.

Select IPv4 Configuration and press Enter.

Select the Set Static IPv4 Address and Network Configuration option by using the space bar.
Enter the IP address for managing the first ESXi host.

Enter the subnet mask for the first ESXi host.

Enter the default gateway for the first ESXi host.

Press Enter to accept the changes to the IP configuration.

Select the DNS Configuration option and press Enter.

Note: Because the IP address is assigned manually, the DNS information must also be entered
manually.

Enter the IP address of the primary DNS server.

Optional: Enter the IP address of the secondary DNS server.
Enter the FQDN for the first ESXi host.

Press Enter to accept the changes to the DNS configuration.
Press Esc to exit the Configure Management Network menu.

Select Test Management Network to verify that the management network is set up correctly and
press Enter.

Press Enter to run the test, press Enter again once the test has completed, review environment if
there is a failure.

Select the Configure Management Network again and press Enter.

Select the IPv6 Configuration option and press Enter.

Using the spacebar, select Disable IPv6 (restart required) and press Enter.
Press Esc to exit the Configure Management Network submenu.

Press Y to confirm the changes and reboot the ESXi host.
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Reset VMware ESXi host VMkernel port vmk0 MAC address (optional)
ESXi Host VM-Host-Infra-01 and VM-Host-Infra-02

By default, the MAC address of the management VMkernel port vmkO is the same as the MAC address of
the Ethernet port on which it is placed. If the ESXi host’s boot LUN is remapped to a different server with
different MAC addresses, a MAC address conflict will occur because vmkO retains the assigned MAC
address unless the ESXi system configuration is reset. To reset the MAC address of vmkO to a random
VMware-assigned MAC address, complete the following steps:

1. From the ESXi console menu main screen, press Ctrl-Alt-F1 to access the VMware console CLI. In
the UCSM KVM, Ctrl-Alt-F1 appears in the list of static macros.

2. Login as root.

Enter esxcfg-vmknic -1 to get a detailed listing of interface vmkO. vmkO0 should be a part of the
Management Network port group. Note the IP address and network mask of vmkO.

4. To remove vmkO, enter the following command:

‘esxcfg—vmknic —-d “Management Network”

5. To add vmkO again with a random MAC address, enter the following command:

‘esxcfg—vmknic -a —i <var_vmkO_ip> -n <var_ vmk0 netmask> “Management Network””.

6. Verify that vmkO has been added again with a random MAC address:

‘esxcfg—vmknic -1

7. Tag vmkO as the management interface:

‘esxcli network ip interface tag add -i vmkO -t Management

8. When vmkO was re-added, if a message popped up saying vmk1 was marked as the management
interface, remove it by the following command:

‘esxcli network ip interface tag remove -i vmkl -t Management

9. Enter exit to log out of the command line interface.
10. Press Ctrl-Alt-F2 to return to the ESXi console menu interface.

Log in to VMware ESXi hosts by using VMware host client
ESXi Host VM-Host-Infra-01

To log in to the VM-Host-Infra-01 ESXi host by using the VMware Host Client, complete the following
steps:

11. Open a web browser on the management workstation and navigate to the vM-Host-Infra-01
management IP address.

12. Click Open the VMware Host Client.

13. Enter root for the user name.

14. Enter the root password.

15. Click Login to connect.

16. Repeat this process to log in to VM-Host-Infra-02 in a separate browser tab or window.

Install VMware driver for Cisco Virtual Interface Card (VIC) and NFS Plug-in
ESXi Hosts VM-Host-Infra-01, VM-Host-Infra-02

Download and extract the offline bundle for the following VMware VIC driver to the management
workstation:
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e nenic Driver version 1.0.33.0

Note: The VMware ESXi 7.0 Cisco Custom ISO contains the nenic driver version 1.0.33.0. It is not
necessary to download or update the nenic driver, but the commands are left here to be used
for future updates.

Download the NetApp NFS Plug-in for VMware VAAI to the management workstation:
e NFS Plug-in version 1.1.2

To install VMware VIC Driver and NFS Plug-in on the ESXi host VM-Host-Infra-01 and VM-Host-Infra-02,
follow these steps:

1. Using an SCP program such as WinSCP, copy the offline bundles referenced above to the /tmp
directory on each ESXi host.

2. Using a secure shell (SSH) tool such as PuUTTY, SSH to each VMware ESXi host. Log in as root with
the root password.

3. Enter cd /tmp.
4. Run the following commands on each host:

esxcli software vib update -d /tmp/Cisco-nenic 1.0.33.0-10EM.670.0.0.8169922-0offline bundle-
16216785.zip

esxcli software vib install -d /tmp/NetAppNasPlugin.v23.zip
reboot

Set Up VMkKernel ports and virtual switch
ESXi Host VM-Host-Infra-01 and VM-Host-Infra-02
To set up the VMkernel ports and the virtual switches on the ESXi hosts, complete the following steps.

From the Host Client, select Networking on the left.
In the center pane, select the Virtual Switches tab.
Select vSwitchO.
Select Edit settings.
Change the MTU to 9000.
Expand NIC teaming.
In the Failover Order section, select the vmnic that has the Standby status and click Mark Active.
Verify that both vmnic now have the status of Active.
Click Save.

. Select Networking on the left.

. In the center pane, select the Virtual switches tab.

. Select iScsiBootvSwitch.
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. Select Edit settings.

. Change the MTU to 9000

. Click Save.

. Select Networking on the left.

e e
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. In the center pane, select the VMkernel NICs tab.
. Select vmk1 iScsiBootPG.
. Select Edit settings.

B
© ™
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20.
21.

22.
23.
24,
25.
26.
27.
28.

29.
30.
31.
32.
33.
34.
35.

36.
37.
38.
39.
40.
41,
42.
43.
44,
45.
46.
47.
48.
49,
50.
51.
52.

Change the MTU to 9000.
Expand IPv4 settings and change the IP address to an address outside of the UCS iSCSI-IP-Pool-A.

Note: To avoid IP address conflicts if the Cisco UCS iSCSI IP Pool addresses should get
reassigned, it is recommended to use different IP addresses in the same subnet for the iISCSI
VMkernel ports.

Click Save.

Select Networking on the left.

In the center pan, select the Virtual switches tab.

Select the Add standard virtual switch.

Provide a name of i ScsciBootvSwitch-B for the vSwitch Name.
Set the MTU to 9000.

Select vmnic3 from the Uplink 1 drop-down menu.

Note: Select the vmnic that has hardware label of 03-iISCSI-B. (See the ESXi host configuration
section earlier.)

Click Add.

In the center pane, select the VMkernel NICs tab.
Select Add VMkernel NIC

Specify a new port group hame of iScsiBootPG-B.
Select iScsciBootvSwitch-B for Virtual switch.

Set the MTU to 9000. Do not enter a VLAN ID.

Select Static for the IPv4 settings and expand the option to provide the Address and Subnet Mask
within the configuration.

Note: To avoid IP address conflicts, if the Cisco UCS iSCSI IP Pool addresses should get
reassigned, it is recommended to use different IP addresses in the same subnet for the iISCSI
VMkernel ports.

Click Create.

Go to Networking >Port Groups.

Right click on the VM network port group and select Edit Settings.
Enter <var_vmtraffic_vlan_id> for the VLAN ID.

Click Save.

In the center pane, select the VMkernel NICs tab.
Click Add VMkernel NIC.

For New port group, enter vMotion.

For Virtual switch, select vSwitchO selected.

Enter <var vmotion vlan id> forthe VLAN ID.
Change the MTU to 9000.

Select Static IPv4 settings and expand IPv4 settings.
Enter the ESXi host vMotion IP address and netmask.
Select the vMotion stack for TCP/IP stack.

The vMotion Services will be selected automatically.
Click Create.

Click Add VMkernel NIC.
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53. For New Port Group, enter Infra—-NFS.

54. For Virtual Switch, select vSwitchO Selected.

55. Enter <var_infra nfs vlan_ id> for the VLAN ID
56. Change the MTU to 9000.

57. Select Static IPv4 settings and expand IPv4 settings.
58. Enter the ESXi host infrastructure NFS IP address and network mask.
59. Do not select any of the services.

60. Click Create.

61. Select Networking.

62. In the center pane, select Port Groups.

63. Right click on Infra-NFS port group and edit its setting.
64. Expand NIC teaming section.

65. Select Yes for Override Failover Order.

66. Highlight the second vmnic and click Mark Standby to pin the active NIC to the first vmnic from Fabric
A.

# Edit port group - Infra-NFS

» Security Click to expand

+ NIC teaming

Load balancing Inherit from vSwitch

Network failover detection \nherit from vSwitch

Notify switches —~ —
y yes \/No "2 Inherit from vSwitch

Failback —~ P P
allbad yes \/No "®/Inherit from vSwitch

Override failover order (=) ves ( D] No

Failover order Mark active [} Mark unused =t Move up
Name Speed Status
W vmnicO 10000 Mbps, full duplex = Active
@5 vmnic1 10000 Mops, full duplex  Standby
» Traffic shaping Click to expand

Save || Cancel

67. Right click on vMotion port group and edit its setting.
68. Expand NIC teaming section.
69. Select Yes for Override Failover o=Order.

70. Highlight the first vmnic and click Mark Standby to pin the active NIC to the second vmnic from Fabric
B.
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# Edit port group - vMotion

» Security Click to expand

~ NIC teaming
) T Inherit from vSwitch .
Network failover detection Inherit from vSwitch .

Motify switches — —~ —
d L ves ' No \®/ Inherit from vSwitch

Failback Fa P —
es ' No '®/Inherit from vSwitch

Owerride failover order

®ves O no
Failover order Mark active | [} Mark unused =y Maove down
Name Speed Status
=W vmnicO 10000 Mbps, full duplex  Standby
W vmnici 10000 Mbps, full duplex |~ Active
» Traffic shaping Click to expand
Save | Cancel
£ |

71. Click Save.

72. Select the Virtual Switches tab, then select vSwitchO. The properties for vSwitchO VMkernel NICs
should be similar to the following example:

“I% Navigator || 2= vSwitcho

GRS, z
+ [J Host
Manage [+ vSwiich Details 1 [+ vSwitch topology
L MTU 9000 ——
51 virtual Machines [ Foris 10495 (10479 available) €1 VM Network 7 8 Physical adapters
VLAN 1D 3340 — =W vmnici . 10000 Mbp...
(HE aas Link discovery Listen / Cisco discovery protocol (CDP) G = vmnicO , 10000 Mb
» € Networking R 4 1 . Poee
Attached VMs 0 (0 active) € Infra-NFS 7 —
Beacon interval 1 VLAN ID:3320 (]
) « VMKernel ports (1)
[+ NIC teaming policy ‘ | VmK4:172.21.64. L
Notify switches Yes e —
Policy Route based on originating port ID €3 vMation s —
Reverse policy Yes VLAN D- 3341
~ VMkernel ports (1)
Failback Yes W vmk3:172.21.85... —
[+ Security policy ) —d
Allow promiscuous mode No €3 Management Network
Allow forged transmils No VLAN ID-3319
Allow MAC changes No ~ VMkernel ports (1) L
£ W vmk0:172.21.63... s
[~ Shaping policy =l
Enabled No C——

73. Select Networking and then the VMkernel NICs tab to confirm the configured VMkernel adapters. The
adapters listed should be similar to the following example:
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“T% Navigator €3 esxi-01.nva.local - Networking

- @ Host Port groups Virtual switches Physical NICs VMkernel NICs TCP!/IP stacks Firewall rules
Manage
Moniiar @ Add VMkernel NIC | C Refresh | (q Sear
51 Virtual Machines Name ~ Porigroup ~ | TCP/IP stack ~ Services ~ IPv4 address ~  IPv6 addresses ~
[ storage . vmko (£} Netwark Default TCP/IP stack Management 172.21.63.11 None
s = Defaull TOP/IP stack 172218031 None
. vmk2 == Default TCP/IP stack 172218131 None
. vmkd4 == Default TCP/IP stack 172.21.64.11 None
. vmk3 vMation stack vMotion 172.21.85.11 Nane

5 items
#

Setup iSCSI multipathing
ESXi hosts VM-Host-Infra-01 and VM-Host-Infra-02

To set up the iISCSI multipathing on the ESXi host VM-Host-Infra-01 and VM-Host-Infra-02, complete the
following steps:

1. From each Host Client, select Storage on the left.
2. Inthe center pane, select Adapters tab.
3. Click Software iSCSI.
4. Under Dynamic targets, click Add dynamic target.
5. Enter the IP Address of iscsi 1if0Ola.
6. Repeat step 4 and enter the additional iISCSI LIF addresses one at a time: iscsi 1if01b,
iscsi 1if02a,and iscsi 1if02b.
T3 Navigator | & cont ure ISCS - vmhbagd
- EI Host P AUvalLEU SELINYS ClioR W sApatia
Manage Network port bindings 8 Add portbinding
Manitor VMkernel NIC ~ | Port group ~  IPv4 address ~
(Z1 Virtual Machines No port bindings
el Static targets 8 Add slatic target Search
» € Networking = (q Searc
Target ~  Address ~  Port v
ign.1992-08 com.netapp:sn.c25a6623029511ebaf0800a098dd32cSvs.3 1722180101 3260
ign.1992-08 com.netapp:sn.c25a6623029511ebaf0800a098dd32cSvs.3 172.21.81.102 3260
ign.1992-08 com.netapp:sn.c25a6623029511ebaf0800a098dd32cSvs.3 172.21.80.102 3260
iqn.1992-08.com.netapp:sn.c25a6623029511ebaf0800a098dd92c8vs.3 172.21.81.101 3260
Dynamic targets 8 Add dynamic target (q Searct
Address ~ | Port ~
172.21.80.101 3260
172.21.80.102 3260
17221.81.101 3260
172.21.81.102 3260
Save configuration ‘ ‘ Cancel

7. Click Save Configuration.

Note: To obtain all of the iscsi 1if IP addresses, log in to the NetApp storage cluster
management interface and run the network interface show command.

Note: The host automatically rescans the storage adapter and the targets are added to static
targets.
Mount required datastores
ESXi hosts VM-Host-Infra-01 and VM-Host-Infra-02

To mount the required datastores, complete the following steps on each ESXi host:

87 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.
VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS




From the Host Client, select Storage on the left.

In the center pane, select Datastores tab.

Click the New Datastore icon to add a new datastore.

In the New Datastore dialog box, select Mount NFS Datastore and click Next.
On the provide NFS Mount Details page, complete these steps:

o~ N e

a. Enter infra datastore 1 for the datastore name.
b. Enter the IP address for the nfs 1if01a LIF for the NFS server.

Note: Use the NFS LIF that resides on the same node as the NFS volume being accessed for the
NFS client to have direct access to the NFS volume.

c. Enter /infra datastore_ 1 for the NFS share.
d. Leave the NFS version set at NFS 3.

3 New datastore - infra_datastore_1

+ 1 Select creation type Provide NFS mount details

2 Provide NFS mount details

3 Ready to complete

Provide the details of the NFS share you wish to mount

Name ‘ infra_datastore_1 |

NFS server ‘ 172.21.64.101 |

NFS share | /infra_datastore_1| |

NFS version ‘:;'NFS 3l -:‘NFSA

Back H Next Finish Cancel

e. Click Next.

f.  Click Finish.

The datastore should now appear in the datastore list.
6. Inthe center pane, click the New Datastore icon to add a new datastore.

In the New Datastore dialog box, select Mount NFS Datastore and click Next.
8. On the provide NFS Mount Details page, complete these steps:

a. Enter infra datastore_2 for the datastore name.

a. Enter the IP address for the nfs 1if02a LIF for the NFS server.
b. Enter /infra datastore_ 2 for the NFS share.

c. Leave the NFS version set at NFS 3.

d. Click Next.

e. Click Finish.

9. Inthe center pane, click the New Datastore icon to add a new datastore.
10. In the New Datastore dialog box, select Mount NFS Datastore and click Next.
11. On the Provide NFS Mount Details page, complete these steps:
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Configure ESXi host swap
ESXi hosts VM-Host-Infra-01 and VM-Host-Infra-02
To configure host swap on the ESXi hosts, follow these steps on each host:

1. Click Manage in the left navigation pane.
2. Inthe center pane, select Swap under the System tab.

vmware ESXi-

“T% Navigator [IJ esxi-01.nva.local - Manage

~ [ Host

Manage

| System | Hardware Licensing Packages Services Security & users

Maonitor Advanced settings # Edit settings | c' Refresh
Autostart
{1 Virtual Machines Enabled Yes
.
» (4 Storage - Datastore No
Time & date
» € Networking
Host cache Yes
Local swap Yes

3. Click Edit Settings. Select infra swap from the Datastore options.

[E Edit swap configuration
Enabled ®) ves U No
Datastore infra_swap -
Local swap enabled () vas ) No
Host cache enabled (®) vas ) No
T W

< |
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a. Enter infra swap for the datastore name.
b. Enter the IP address for the nfs 1if0la LIF for the NFS server.
c. Enter /infra swap for the NFS share.
d. Leave the NFS version set at NFS 3.
e. Click Next.
f.  Click Finish. The datastore should now appear in the datastore list.
“T% Navigator ] esxi-01.nva local - Storage
+ [g Host | Datastores ‘ Adapters Devices Persistent Memory
Manage
Monitor 3 New datastore | g Registera v (g Datastore browser | | \:Q Search :|
%] Virtual Machines Name ~ | Drive Type ~ Capacity ~ Provisioned ~ Free ~ | Type ~  Thin provi... ~ Access ~
B infra_datastore_1 Unknown 500 GB 20.16 MB 49998 GB NFS Supported Single
3 g Networking A infra_datastore 2 Unknown 500GB 1229 MB 499.99GB NFS Supported Single
B infra_swap Unknown 100GB 154 MB 99.98 GB NFS Supported Single
3items



4. Click Save.

Configure NTP on ESXi hosts

ESXi hosts VM-Host-Infra-01 and VM-Host-Infra-

To configure NTP on the ESXi hosts, complete the following steps on each host:

Click Edit NTP Settings.

S o o

NTP servers

E Edit time configuration

02

From the host client, select Manage on the left.
In the center pane, select the Time & Date under the System tab.

a

NTP service startup policy

Make sure Use Network Time Protocol (Enable NTP Client) is selected.

Use the drop-down menu to select Start and Stop with Host.
Enter the two Nexus switch NTP addresses in the NTP servers box separated by a comma.

Specify how the date and time of this host should be set

(_)Manually configure the date and time on this host

(E]USE Metwork Time Protocol (enable NTP client)

Start and stop with host

172.21.63.121,172.21.63.122|

A

Separate servers with commas, e.g. 10.31.21.2, 1e00:2800

Save || Cancel |
&

7. Click Save to save the configuration changes.

8. Inthe center pane, click Services tab.
9. Click to select the ntpd service row.

“I% Navigator [J esxi-01.nva local - Manage

~ [g Host System Hardware Licensing Packages | Services
I Start | € Refresh | &} Actions

Monitor
= Na ~  Description
{1 Virtual Machines Start

» @ Networking DUl Direct Gonsole Ul
kmxdl kmxd
Ibtd Load-Based Teaming Daemon
Ilwsmd Active Directory Service
ntpd NTP Daemon
pescd PC/SC Smart Card Daemon
plpd PTP Daemon
sfobd-watchdog CIM Server

| i

10. Click Start to start the service.

Security & users

~ | Satus
| Stopped
[ Running
| Stopped
[ Running
| Stopped
@ Stopped
Stopped
Stopped
Stopped

~ | Source
Base system
Base system
Base system
Base system
Base system
Base system
Base system
Base system

Base syslem

~ | Firewall rules ~

None

None

None

None

None

ntpClient

None

pipd

CIMHttpServer, CIMHttpsServer

15 items P

11. Wait for the screen to refresh and check to make sure that the ntpd service status indicates Running.
12. Go back to the System tab and select Time & Date.
13. Click Refresh and verify that NTP service is running and the current date and time is accurate.
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T Navigator [ esxk01.nvalocal - Manage

e @ Host System Hardware Licensing Packages Services Security & users
Monitor Advanced settings #° EditNTP Settings |  EditPTP Settings || (& Refresh | | 8 Actions
&1 Virtual Machines BT Current date and time Sunday, October 18, 2020, 03:10:20 UTC
st Swap
» orage )
. o NTP service status Running
» € Networking

NTP servers 1.1722163.121
2.172.2163.122

VMware vCenter Server 7.0 deployment procedure

This section provides detailed procedures for installing VMware vCenter Server 7.0 in a FlexPod Express
configuration.

Note: FlexPod Express uses the VMware vCenter Server Appliance (VCSA).

Install VMware vCenter server appliance
To install VCSA, complete the following steps:

1. Download the VCSA. Access the download link by clicking the Get vCenter Server icon when
managing the ESXi host.

T= Navigator | [ esxi-01.nvalocal
| g |
Manage ) Get vCenter Server T Create/Register VM | [Ig Shutdown (S Reboot

Monitor

Learn how to download and install vCenter Server

51 Virtual Machines \
+ [ Storage Uptime: 2.43 days

¥ ’Zz Networking —

| ~ Hardware
| Manufacturer Cisco Systems Inc
Mode! UCSB-B200-M5
+ [ CPU 40 CPUs x Intel{R) Xeon(R) Gold 6148 CP
U @ 2.40GHz
W Memory 255656 GB

2. Download the VCSA from the VMware site.

3. Mount the ISO image on your management workstation.

4. Navigate to the installer appropriate for your environment.

5. For installing from Windows, navigate to the vcsa-ui-installer > win32 directory and double-
click installer.exe to start the installation. For installing from Linux, navigate to vcsa-ui-installer > lin64
and run the installer to start the installation.

Note: Depending on the platform you use to install VCSA, the GUI screenshots might look slightly
different.

6. Click Install.

7. Click Next on the Introduction page.

8. Accept the EULA and click Next.

9. Specify the vCenter server deployment target host, username, and password information. For
example, enter the host name or IP address of the first ESXi host, user name (root), and password.
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vCenter Server Installer

Installer

vm Install - Stage 1: Deploy vCenter Server

vCenter Server deployment target

Introduction

Specify the vCenter Server deployment target settings. The target is the ESXi host or vCenter

2 End user license agreement
Server instance on which the vCenter Server will be deployed.
3 vCenter Server deployment target
ESXi host or vCenter Server esxi-0l.nvalocal @
4 Set up vCenter Server VM name
5 Select deployment size HTTPS port 443
6 Select datastore User name root @
7 Configure network settings password  aeeeeeand
8 Ready to complete stage 1

10. Click Next. Click Yes to accept the certificate warning and continue.
11. Specify the vCenter VM name and root password.

vCenter Server Installer = = £

Installer

vm Install - Stage 1: Deploy vCenter Server

Set up vCenter Server VM

Intreduction

Specify the VM settings for the vCenter Server to be deployed

2 End user license agreement
3 vCenter Server deployment target VM name veenter
4 Set up vCenter Server VM Setroot password  assseesss

3}

Select deployment size Confirm root password ~ ssesesees

>

Select datastore

~

Configure network settings

o

Ready to complete stage 1

12. Click Next.

13. Select the deployment size and storage size that are suitable for your deployment. For example,
choose Small and Default.
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vCenter Server Installer = =@ 3

Installer

Il - Stage 1 ploy vCenter Server

Select deployment size

Introduction

Select the deployment size for this vCenter Server.

2 End user license agreement

3 vCenter Server deployment target For more information cn deployment sizes, refer to the vSphere 7.0 documentation

4 Setup vCenter Server VM Deployment size Smal

5 Select deployment size Storage size ﬂ S @

6 Select datastore Resources required for different deployment sizes

7 Configure network settings Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to)  VMs (up to)
Tiny 2 12 45 10 100

8 Ready to complete stage 1
Small 4 19 480 100 1000
Medium 8 28 700 400 4000
Large 16 37 1065 1000 10000
X-Large 24 56 1805 2000 35000

14. Click Next.
15. Select the storage location for the vCenter. For example, click to select infra_datastore_1.

vCenter Server Installer = @ 3

Installer

vm Install - Stage 1: Deploy vCenter Server

Select datastore
1 Introduction

Select the storage location for this vCenter Server
2 End user license agreement

3 vCenter Server deployment target © Install on an existing datastore accessible from the target host

B4 Show only compatible datastores
4 Setup vCenter Server VM 8 show only compati

5 Select deployment size Name A Type A4 Capacity v Free T Provisioned ¥ Thin Y
Provisioning
6 Select datastore infra_swap NFS 100 GB 99.98 GB 15.4 MB Supported
infra_datast NFS 500 GB 499.98 GB 20.16 MB Supported

7 Configure network settings ore_1
i latast NFS 500 GB 499.99 GB 1229 MB s rted
8 Ready to complete stage 1 g‘rfﬁ ° HppRerted
3 items

16. Click Next.

17. Enter the vCenter network configuration information and click Next.

VM Network is selected automatically for Network when deploying vCenter to the first ESXi host.
Select IP version.

Select IP assignment method.

Enter the FQDN to be used for the vCenter.

Enter the IP address.

Enter the subnet mask.

-0 Qo0 o
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g. Enter the default gateway.
h. Enter the DNS server.

vCenter Server Installer - o x

Installer

vm Install - Stage 1: Deploy vCenter Server

Configure network settings
1 Introduction

. Configure network settings for this vCenter Server
2 End user license agreement

3 vCenter Server deployment target Network WM Network @
4 Set up vCenter Server VM P version Pvd
5 Select deployment size IP assignment static
6 Select datastore FQDN veenter.nva.local @
7 Configure network settings b addrese 172.9163.31
8 Ready to complete stage 1
Subnet mask or prefix length 255.255.255.0 @
Default gateway 172.2163.1
DNS servers 10.61.185.58
Common Ports -

18. Click Next.
19. Review all the settings and click Finish.

vCenter Server Installer - o x
Installer
vm Install - Stage 1: Deploy vCenter Server
Ready to complete stage 1
1 Intreduction
Review your settings before starting the vCenter Server deployment *
2 End user license agreement
Deployment Details

3 vCenter Server deployment target Target ESXi host X0 v local
4 Setup vCenter Server VM VM name veenter

Deployment size Sma
5 Select deployment size

Storage size Default
6 Select datastore

Datastore Details

7 Configure network settings Datastore, Disk mode nfra_datastore_1, thin
8 Ready to complete stage 1 Network Details

Network VM Network

IP settings Pv4 | static

IP address 172.2163.31

Host name veenter.nvalocal

Note: The VCSA install process takes several minutes.

20. After install stage 1 completes, a message appears stating that it has completed.
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[ vCenter Server Installer - o x}

Installer

Install - Stage 1: Deploy vCenter Server

@ You have successfully deployed the vCenter Server.

To proceed with stage 2 of the deployment process, vCenter Server setup, click Continue.

If you exit, you can continue with the vCenter Server setup at any time by logging in to the vCenter Server Management Interface

CLOSE CONTINUE

https://vcenter.nva.local:5480/

21. Click Continue to begin stage 2 configuration.

22. On the Stage 2 Introduction page, click Next.

23. In the Appliance Configuration, configure these settings:

a. Time Synchronization Mode: Synchronize time with NTP servers.
b NTP Servers: <nexus-a-ntp-ip>, <nexus-b-ntp-ip>

¢ SSH access: Enabled.

[ vCenter Server Installer - o x]

Installer

Install - Stage 2: Set Up vCenter Server

1 Introduction vCenter Server configuration

2 vCenter Server configuration

Time synchronization mode Synchronize time with NTP server: ~
3 S50 configuration
NTP servers (comma-separated list) 172.21.63.121,172.21.63.122
4 Configure CEIP
4
5 Ready to complete
55H access Enabled ~

24. Configure the SSO domain name and administrator password.

[ vCenter Server Installer - o x}

Installer

vm Install - Stage 2: Set Up vCenter Server

1 Introduction SSO configuration

2 vCenter Server configuration .
® Create a new SSO domain

9 &9 conﬁguratlon Single Sign-On domain name nva.local @
4 Configure CEIP Single Sign-On user name administrator
5 Ready to complete Single Sign-On password J— @

Confirm password

Join an existing $SO domain
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Note: Record these values for your reference, especially if you deviate from the vsphere.local
domain name.

25. Click Next.

26. Join the VMware Customer Experience Program if desired. Click Next.

27. Review your configuration settings. Click Finish.

28. This takes several minutes. A message appears indicating that the setup was successful.

[ vCenter Server Installer =R x}

Installer

Install - Stage 2: Complete

o You have successfully setup this vCenter Server
1 0

Complete

vCenter Server setup has been completed successfully. Click on the link below to get started.
Press close to exit.

vCenter Server Getting https/fvcenter.nva.local:443
Started Page

Note: The link that the installer provides to access vCenter Server is clickable.
29. Click CLOSE.

Configure VMware vCenter Server 7.0 and vSphere clustering
To configure VMware vCenter Server 7.0 and vSphere clustering, complete the following steps:
1. Go to https://<FQDN or IP of vCenter>.

2. Click Launch vSphere Client (HTMLD5).
3. Log in with the user name administrator@<SSO domainname> and the SSO password you entered

during the vCenter server setup process.
4. Right-click the vCenter name and select New Datacenter.
5. Enter a name for the data center.

New Datacenter
Name FlexPod Express|
Location: ﬂ vcenter.nvalocal
6. Click OK.
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Create vSphere cluster
To create a vSphere cluster, complete the following steps:

1. Right-click the newly created data center and select New Cluster.
2. Enter a name for the cluster.
3. Select and enable DRS and vSphere HA options. Do not turn on vSAN.

New Cluster FlexPod Express %
Name UCS Mini
Location FlexPod Express
@ vsphere DRS ()
@ vSphere HA ()
VSAN C’

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow.

Manage all hosts in the cluster with a single image @

‘ (@ No compatible ESXiversions found. Download updates in Lifecycle Manager |

cAmeEt

4. Click OK.

5. Expand the FlexPod Express datacenter, right click the UCS Mini cluster and select Settings.

6. Inthe center pane, go to Configuration > General in the list located on the left and select EDIT
located on the right of General to specify the swap file location.

7. Select Datastore Specified by Host Option.

Edit Cluster Settings = ucs Mini X

[ :w Virtual machine directory
Store the swap files in the same directory as the virtual machine.
iia Datastore specified by host
Store the swap files in the datastore specified by the host to be used for swap

files. If not possible, store the swap files in the same directory as the virtual

machine.

3 Using a datastore that is not visible to both hosts during vMotion might affect
= the vMotion performance for the affected virtual machines.

CANCEL oK

8. Click OK.

Add ESXi Hosts to cluster

To add ESXi hosts to the cluster, complete the following steps:
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1. Select Add Host in the Actions menu of the cluster.

vm vSphere Client

Menu

& © [T UCSMini
' G vcenter.nvalocal ST il
v FlexPod Express
Services ™

> UCS Mini
vSphere DRS

vSphere Availability
Configuration ™

Quickstart

General

e

[E] Actions - UCS Mini

¥] Add Hosts

i

# New Resource Pool
(@)

3

0

Datastores Ne

Datastore specified by
bility
virtual machine creation

Use datacenter setting

2. To add an ESXi host to the cluster, complete the following steps:
a. Enter IP or FQDN of the new host.
b. Check Use the Same Credentials for All Hosts, if desired.
c. Enter the root user name and password for the host.
d. Enter IP or FQDN of additional hosts.

Add hosts Add new and existing hosts to your cluster X

1 Add hosts New hosts (2) Existing hosts (O from 0)

Use the same credentials for all hosts

esxi-Ol.nvalocal root sssssssss o

esxi-02.nvalocal root sssssssns X

IP address or FQDN

e. Click Next.
3. Inthe Security Alert dialog, select the hosts.

Security Alert

The certificates on 2 hosts could not be verified. The SHAT thumbprints of the certificates are listed below. To continue

connecting, manually verify these certificates and accept the thumbprints below

Hostname / IP Address A4 SHA1 Thumbprint

‘esxi-Ol.nvalocal 52:6E:31:03113:CE0164:2D:4 A EACE24:9CAQ:08:.CS ADIED2A

B esi-02nvalocal 17:BA:4A:2B:30:7C:7B:56:39:88:53:18:78:18:F6:0C:83:CD:7D:08

CANCEL

4. Click OK.

5. Inthe Host Summary dialog, expand the first host to see the warning about the host having powered
on VM.
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Add hosts Host summary %

1 Add hosts A\ 1 host has warnings. X

2 Host summary

Hostname / IP Address ESX Version Model
v A\ esxi-Olnvalocal 7.00 Cisco Systems Inc UCSB-B200-MS
N\ This host has 1 powered on VMs. P
Current - Networks VM Network
vCenter
Powered vcenter Datastores  infra_datastore_2
On VMs infra_datastore_1
infra_swap
»  esxi-0Znvalocal 7.00 Cisco Systems Inc UCSB-B200-MS

CANCEL BACK NEXT

6. Click Next.
7. Review the information in the Review and finish dialog.

Add hosts Review and finish %

1 Add hosts (@ Hosts will enter maintenance mode before they are moved to the cluster. You might need to
either power off or migrate pewered on and suspended virtual machines.

2 Host summary 2 new he will be connected to vCenter Server and moved to this cluster:
esxi-Ol.nva.lc
3 Ready to complete esxi-02.nvalocal

CANCEL BACK FINISH

8. Click Finish.
9. Expand the cluster to see the hosts added to the cluster.
10. You can suppress the warning on ESXi shell and SSH being enabled in the summary tab.

Take host out of maintenance mode

After the hosts are added to the cluster, they might be placed into maintenance mode. As a. result,
vCenter could report a warning indicating insufficient vSphere HA failover resources.

To take an ESXi host out of maintenance mode, complete the following steps:

1. Right click on the host in the cluster and select Exit Maintenance Mode under the Maintenance Mode
menu.
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B Actions- esxi-02nvalocal (Maintenance M

vm vSphere Client

[
.
@ i Deploy OVF Template.. IONS v
"
v [ veenter.nvalocal - Permissions VMs Datastores Networks Updates
+0
~ [E FlexPod Express oo
v T‘lﬂ’ UCS Mini Maintenance Mode >
[& esxi-Olnvalocal
B esxi-02.nvalocal Connection »| E, Exit Maintenance Mode
(5 veenter Power »
Certificates » [fjintenance Mode
ays Used: 13 56 GB apa 07 T8
Storage >

vm vSphere Client

g © [JUCSMini | smoms v
(5] veenternalocal Summary  Monitor Configure Permissions Hosts VMs Datastores Networks
~ [ FlexPod Express — Total Processors: 80 L
~ [ UCs Mini Total vMotion Migrations: O
[ esxi-Olnvalocal
[@ esxi-02.nvalocal ‘
- apa 5113 GB
Lp veenter
A 06 TB
apas 107 1B

Add and assigh vCenter and vSphere licenses
To add and assign the vCenter and vSphere licenses, follow these steps:

1. Log into the vCenter server.
2. Under Menu, select Administration.
3. Under the Licensing group on the left pane, click Licenses.

vm vSphere Client

Administration
Roles Licenses
Global Permissions Licenses  Products  Assets GO TO MY VMWARE
~ Licensing
+ Add New Licenses {3 Synchronize Licenses
~ Solutions
Add New Licenses
Client Plugins T ¥
(B Product Usage Capacity
vCenter Server Extensi.
- Deployment [[] EI Evaluation Lic
System Configuration
4. Click Add New Licenses in the center pane.
100 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.

VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS



New Licenses Enter license keys %

: License keys (one per line)
1 Enter license keys

CANCEL NEXT

Type in the license keys, one per line, in the dialog box and click Next.

Edit License Name, if needed, and click Next.

Click Finish to complete entering licenses.

Right-click the vCenter server under Hosts and Clusters and select Assign License.

© ©® N o wv

Select the vCenter license and click OK.

10. Right-click an ESXi host under Hosts and Clusters and select Assign License.
11. Select the vSphere license and click OK to assign.

12. Repeat steps 10 and 11 for all the ESXi hosts in the cluster.

Configure coredump on ESXi hosts (optional)

For ESXi 7.0 hosts with 32GB boot LUN from the iSCSI SAN, coredumps will go to a file in the VMFS-L
based ESX-OSData system volume. So, no additional coredump procedures are required.

Configure VM swap file location on ESXi hosts

During the VMware cluster configuration, the swap file location was configured to use the datastore
specified by the host. To configure a host to use the infra_swap datastore for the swap file location,
perform the following steps:

1. Goto vCenter Server > Host and Clusters

2. Right-click the ESXi host to be configured and select Settings.

3. Under the Virtual Machines category, select Swap File location and click EDIT.
4. Choose the infra_swap datastore and click OK.
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[ esxi-0l.nva.local acTions

summary Monitor Configure Permissions WMs Datastores Networks Updates
storage « [ Swap File Location
Storage Adapters This host is in a cluster which specifies that the virtual machine swap files are to be stored in swap file datastore. The host

Storage Devices inherits this configuration. In order to change it, you must edit the cluster settings

Host Cache Configuration The swap files will be stored in the location specified below. Note that individual machines can override this setting.
Protocel Endpoints
/O Filters Default swap file location [_- infra_swap

Networking v

Virtual switches
VMkernel adapters
Physical adapters

TCP/IP configuraticn
Virtual Machines v

WM Startup/Shutdown
Agent VM Settings
Default VM Compatibility

Swap File Location

System v

Configure power management policy on ESXi hosts

To change the power management policy on ESXi hosts, perform the following steps:
1. Go to vCenter Server > Host and Clusters

Right-click the ESXi host to be configured and select Settings.

Under the Hardware, select Overview.

Scroll down to the Power Management section and click Edit POWER POLICY.
Select High performance and click OK.

S S

Edit Power Policy Settings | esx-oinvaiocal

(@) High performance

Do not use any power management features
(_)Balanced

Reduce energy consumption with minimal performance compromise
(@] Low power

Reduce energy consumpticn at the risk of lower performance
(_)Custom

User-defined power management policy

NetApp Virtual Storage Console 9.7.1 deployment procedure

This section describes the deployment procedures for the NetApp Virtual Storage Console (VSC).

Install Virtual Storage Console 9.7.1

To install the VSC 9.7.1 software by using an Open Virtualization Format (OVF) deployment, follow these
steps:
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1. Goto vCenter Server > Host and Clusters > Deploy OVF Template.

2. Enter a URL for the package and click Next or browse locally to select the VSC OVA file downloaded
from NetApp Support site and click Open and then click Next.

Deploy OVF Template

1 Select an OVF template Select an OVF template

2 Select a name and folder Select an OVF template from remote URL or local file system

3 Select a compute resource

Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible

4 Review detalls
- from your computer, such as a local hard drive, a network share, or a CD/DVD drive
5 Select storage "

6 Readly to complete URL

(&) L ocal file

netapp-unified-virtual-appliance-for-vsc-vp-sra-9.7.1-6181-20200902_2347.0va

3. Enter the VM name and select the FlexPod Express datacenter to deploy and click Next.

Deploy OVF Template

+ 1Select an OVF template Select a name and folder
Specify a unigue name and target location
3 Select a compute resource

4 Review detalls Virtual machine name: vsc

5 Select storage

6 Ready to complete Select a location for the virtual machine

~ [ vcenter.nvalocal
> FlexPod Express

4. Select a compute resource for the deployment and click Next.

Deploy OVF Template

¥ 1Select an OVF template Select a compute resource

+ 2 Select a name and folder Select the destination compute resource for this operation
4 Review detalls ~ [ FlexPod Express
5 Select storage » [ ucs Mini

6 Ready to complete

Compatibility

+ Compatibility checks succeeded

CANCEL BACK NEXT

]

5. Review template details and click Next.
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Deploy OVF Template

+ 1Select an OVF template Review detalls
+ 2 Select a name and folder Verify the template details.

+ 3 Select a compute resource

5 License agreements ELEllhay No certificate present
6 Select storage Product Virtual Appliance - NetApp VSC, VASA Provider and SRA for ONTAP
7 Select networks
8 Customize template Raaicn) See appliance for version

9 Ready to complete
v F Vendor NetApp Inc

Description Virtual Appliance - NetApp V5C, VASA Provider, and SRA virtual appliance
for netapp storage systems. For more information or support please visit
https:/fwww netapp.com/

Download 1.6 GB

CANCEL

6. Accept license and click Next.

Deploy OVF Template

+ 1Select an OVF template
+ 2 Select a name and folder

+ 3 Select a compute resource Disclaimer:

¥ 4 Review detalls You must be aware that the following features are not supported by 7.0 and later

5 License agreements wversions of virtual appliance for VSC, VASA Provider, and SRA

6 Select storage 1. Backup and recavery of virtual machines and datastares

7 Select networks You must install SnapCenter 3.0 for backup and recovery of virtual machines and

8 Customize template datastores.

9 Ready to compiete 2. Rapid cloning of virtual machines
3. Dynamic correction of misaligned virtual machines or LUNs

4. Migration of virtual machines from one datastore to another datastore. However,

support continues for migration using vCenter server.

[g | accent all license aareements.

CANCEL

7. Select the Thin Provision virtual disk format and one of the NFS datastores. Click Next.
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Deploy OVF Template

+ 1Select an OVF template Select storage

+ 2 Select a name and folder Select the storage for the configuration and disk files
+ 3 Select a compute resource

+ 4 Review details O

+ 5 License agreements

Select virtual disk format: Thin Provision v
6 Select storage e

7 Select networks VM Storage Policy

Datastore Default -]

8 Customize template Name Capacity Provisioned Free Type

9 Ready to complete [ O infra datastor= 2 | 50068 6126 MB 499.94GB NFS v3

L infra_swan 100 GR 6068 MB 9994 GB NES v3
——————————

Compatibility

| +/ Compatibility checks succeeded. |

CANCEL BACK NEXT

#

8. Choose a destination network, configure IP allocation setting, and click Next.

Deploy OVF Template
+ 1Select an OVF template Select networks

+ 2 Select a name and folder Select a destination network for each source network.
+ 3 Select a compute resource

Source Network Destination Network
+ 4 Review detalls N

+ 5 License agreements il VM Metwork

+ 6 Select storage 1items
8 Customize template
9 Ready to complete IP Allocation Settings

IP allocation: Static - Manual

IP protocol [[=¥2%

CANCEL BACK NEXT

&

9. From Customize Template, enter the VSC administrator password, NTP server, VSC maintenance
user password, vCenter server information, and network configuration details, and click Next.
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Deploy OVF Template

+ 1Select an OVF template Customize template
+ 2 Select a name and folder Customize the deployment properties of this software solution.

+ 3 Select a compute resource

+ 4 Review detalls |@ Al properties have valid values

+ 5 License agreements
+ 6 Select storage System Configuration 3 settings

+ 7 Select networks

8 Customize template

Application User Password (*) Passward 1o assign ta the administrator account
Password [TTTTITIT

Confirm Password

NTP Servers

CANCEL BACK NEXT

4

10. Review the configuration details entered and click Finish to complete the deployment of NetApp VSC
VM.

11. Power on the NetApp VSC and open the VM console to confirm VSC started up properly.

re found under the u ectory at

1le should hbe when the web interface is not available.
ge of the Applianc > the web interface.

ently init
tly initiali

vsc login: _

12. On the vCenter GUI, it will indicate that VSC had been installed and the page should be refreshed to
enable. Click on Refresh Browser to enable VSC.
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@ Plugin Virtual Storage Console:9.7.1.24518 has been successfully deployed. Refresh the browser to enable, REFRESH BROWSER

vm vSphere Client Menu v Q h in all environr

2 Q 5 vsc e 5 B ACTIONS Vv

(5] veenternvalocal Summary  Monitor Configure Permissions Datastores Networks Snapshots Updates

~ [[R FlexPod Express
v UCs Mini

0 esxi-0l nvalocal Guest OS: Other 4.x or later Linux (64-bit) 0 EOEE
D 02 \ , Compatibility ESXi 5.0 and later (VM version 8) 192 MH
- sexl-uznvaloca VMware Tools:  Running, version10346 (Guest Managed) z
L veenter More info MEMORY USAGE
(5 vse DNS Name vse o3 9 GB
IP Addresses: 172216332
. o wWeb ‘ Host: esxi-02.nvalocal ‘_] STORAGE USAGE
aunch Web Console
- 2.92GB

Launch Remote Console (_\ il

13. From the Home menu, confirm that the NetApp Virtual Storage Console is listed, and it shows up in
the Installed Plugins list.

vm vSphere Client

Home ctrl + alt + home
Shartcuts ctrl + alt +

Hosts and Clusters

@ Ex

A VMs and Templates

S
| Storase Hosts and Clusters trl +alt + 2 2 [ Hosts 2

=
=

& Networking B N
- VMs and Templates +alt+

0 &

[H Content Libraries

=l storage tatt4a
% Workload Management - . . 0 2 0 (0]
% Networking +alt +
E Global Inventory Lists D Content Libraries i 4 alt 16 Suspended Connected Disconnected Maintenance
¢ Workload Management cirl +alt +7
[[8 Policies and Profiles R
[ Global Inventory Lists trl + alt + 8
@ Auto Deploy
9 Hybric Cloud services (& Policies and Profiles 0 £z Installed Plugins 6
<|> Developer Center @ Auto Deploy
& Hybrid Cloud Services I B3 vCloud Availability
& Administration = Wamings
<|> Developer Center £ WMware Lifecycle Manager
] Tasks
WMware vSAN HS Client Pl
[g Events @& Administration B ware v lent Fluain
47 Tags & Custom Attributes B Tasks B3 WMware vRops Client Plugin
£ Lifecycle Manager 0@ Events . B vCenter Server Life-cycle Manager
& T.ags & Custom Attributes £ Virtual Storage Console
T vCloud Availability O Lifecycle Manager
(®) vRealize Operations B
% vCloud Availability 1-5erOiems

M virtual Storage Console

() vRealize Operations
Recent Tasks Alarms M virtual Storage Conscle

»

Download the NetApp NFS Plug-in for VAAI
To download the NetApp NFS Plug-in for VAAI, complete the following steps:

1. Download the NetApp NFS Plug-In 1.1.2 for VAAI VMware .vib file from the NES Plugin Download
page and save it to your local machine or admin host.

2. Rename the vib file downloaded from the NetApp support site to NetAppNasPlugin.vib, which VSC
expects.

Optimal storage settings for ESXi hosts

VSC enables the automated configuration of storage-related settings for all ESXi hosts that are
connected to NetApp storage controllers. To use these settings, follow these steps:

1. From the Home screen, select vCenter > Hosts and Clusters. For each ESXi host, right-click and
select NetApp VSC > Set Recommended Values.
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Power >

Certificates >
Storage >

2 1. Jocal ACTIONS Vv

3 Add Networking...
v [l veenter.nva.local r Configure Permissions VMs Datastores Networks

Host Profiles »

v [ FlexPod Express ervisor: VMware ESXi, 7.0.0, 16324942

v UCS Mini Export System Logs... el UCSB-B200-M5
|j esxi-01.nva.l essor Type: Intel{R) Xeon(R) Gold 6148 CPU @ 2.40GHz

Reconfigure for vSphere.. Eal Processors: 80

[] esxi-02.nva.
; ; . g
wveenter ?—» Assign License..
= lal Machines: 2
9 vsc _ ]
Settings e Connected
me: 59 minutes

Move To..

Tags & Custom Attributes  » Host Monitoring

Remove from Inventory Install NFS Plug-in for VMware VAAI

v Configuration
Add Permission... Update Host and Storage Data
Image Profile
Alarms > Set Recommended Values A
VSAN S Mount Datastores
vSphere HA State
M NetApp VSC > Provision Datastore

Recent Tasks Alarn

2. Check the settings that you would like to apply to the selected vSphere hosts. Click OK to apply the
settings.

Set Recommended Values

HBA/CNA Adapter Settings
Sets the recommended HBA timeout settings for NetApp storage systems.

MPIO Settings

Configures preferred paths for NetApp storage systems. Determines which of the available paths
are optimized paths (as opposed to non-optimized paths that traverse the interconnect cable), and
sets the preferred path to one of those paths.

NFS Settings
Sets the recommended NFS Heartbeat settings for NetApp storage systems.

CANCEL

Success X

@ The modified ESXi host settings are reflected only after the

subsequent successful storage system discovery.
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Install the NetApp NFS Plug-in for VAAI
To install the NetApp NFS Plug-in for VAAI, complete the following step:

1. Login to vCenter server.
2. From the Home Menu, select Virtual Storage Console.
3. Click Settings in the VSC Getting Started page.

vm vSphere Client

Virtual Storage Console

Next Steps

E storage Systems

& Storage Capability Profiles
& Storage Mapping
& setlings View Dashboard

» Report
eports View and monitor the datastores in Virtual Storage Console.

&

Settings

Configure administrative settings such as credentials, alarm thresholds.

4. Click NFS VAAI Tools tab.
5. Click Change in the Existing version section.

vm vSphere Client

Virtual Storage Console

& Overview Settmgs vCenter server vcentermalocal © (B v
g Storage Systems
B Storage Capability Profiles ‘ @ The NFS plug-in for VMware VAAI is not shipped with this product. See the Release Notes for more information. X
*
&, Storage Mapping Administrative Settings Unified Appliance Settings NFS VAAI Tools
Settings
» Reports NFS Plug-in for VMWare VAAI

The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the
ESXi hosts. These libraries enable VMware to execute various primitives on files stored on NetApp storage systems. You can install the
plug-in on a host using VSC. You can download NFS VAAI plugin from NetApp Support site.

Existing version: Unknown CHANGE

Upload NFS plug-in for VMware VAAI

Note: Before you install NFS plug-in for VMware VAAI, check the release notes for more information on the latest version of the plug-in.

6. Browse and select the renamed vib file.

vm vSphere Client

Virtual Storage Console
& overview Settmgs vCenter server vcenternvalocal (3 v
e Storage Systems
&, Storage Capability Profiles ‘ @ The NFS plug-in for VMware VAAI is not shipped with this product. See the Release Notes for more information. >
&, Storage Mapping Administrative Settings Unified Appliance Settings NFS VAAI Tools
» Reports NFS Plug-in for VMWare VAAI
The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the
ESXi hosts. These libraries enable VVMware to execute various primitives on files stored on NetApp storage systems. You can install the
plug-in on a host using VSC. You can download NFS VAAI plugin from NetApp Support site.
Existing version: Unknown CHANGE
Upload NFS plug-in for VMware VAAI NetAppNasPlugin.vib
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7. Click Upload to upload the file to the virtual appliance.
Refresh the vCenter display after the upload.

9. Inthe Install on ESXi Hosts section, choose the ESXi host on which you want to install the NFS plug-
in for VAAI. Click Install and then confirm the installation.

vm vSphere Client Menu v _ Search in all environment ’ 4 Administrator@NVA.LOCA

Virtual Storage Console The NFS plug-in for VMware VAAL s a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the

Overview ESXi hosts. These libraries enable VMware to execute various primitives on files stored on NetApp storage systems. You can install the

E storage Systems plug-in on a host using VSC. You can download NFS VAAI plugin from NetApp Support site.

!, Storage Capability Profiles

Existing version: 1.1.2-3 CHANGE
& Storage Mapping

m Note: Before you install NFS plug-in for ViMware VAAI check the release notes for more information on the latest version of the plug-in

~ Reports

Datastore Report .
Install on ESXi Hosts
Virtual Machine Report

ols Datastore Report
Viols batsstore Reper Select the compatible hosts on which you want to install the NFS plug-in for VMware VAAL

vVols Virtual Machine Rep.

Name ) IP Address Y Version T
esxi-Ol.nvalocal 172.21.63.11 700
esxi-02.nva.local 172.21.63.12 700

2 2ltems

INSTALL

10. On the vCenter Host & Cluster view, it will indicate (Reboot Required) next to the hosts.

vm vSphere Client Menu Q. search in all envirenment
8 @ 3 veenter.nvalocal ACTIONS v
« [ veenternvalocal summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs
v [F FlexPod Express Version 700
v UCs Mini Build: 15952599
[ esxi-01.nvalocal (Reboot Required) Last Updated: Oct 22, 2020, 12:33 PM
|:| esx-02.nvalocal (Reboot Required) Last File-Based Backup: Not scheduled
5 veenter
Ly vsc Clusters: 1
Hosts: 2
Virtual Machines: 2

11. Reboot the ESXi hosts one at a time.

Discover and add storage resources

To add storage resources for the Monitoring and Host Configuration capability and the Provisioning and
Cloning capability, follow these steps:

1. Log into the vCenter Server.
2. Inthe Home screen, click the Home tab and click Virtual Storage Console.
3. Go to Storage Systems > Add.
4. Goto Overview > Getting Started, and then click Add under Add Storage System.
5. Specify the vCenter server instance where the storage will be located.
6. Inthe Name or IP Address field, enter the storage cluster management IP.
7. Enter admin for the username and the admin password for password.
8. Confirm using port 443 to connect to this storage system.
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9. Click Add to add the storage system.

Add Storage System

vCenter server

Name or IP address: aff-a220 nvalocal

Username: admin

Password: sessssns

Port: 443

CANCEL SAVE & ADD MORE

10. Select Storage System on the left pane to verify the storage system had been properly added.

vm vSphere Client

Virtual Storage Console
& Overview Storage SyStemS vCenter server vcenternvalocal @ v

Storage Systems
B Storage Capability Profiles ADD REDISCOVER ALL
& Storage Mapping

T T P T ONTAP T T T
43 settings Name Type dress Pelense Status Capacity NFS VAAI
» Reports -
i > | AFF_A220 Cluster aff-a220. 9.7.0 2 Normal 0.41% Unsupported

11. Expand the arrow next to the cluster name to see the SVM level information. Confirm NFS VAAI has
been properly enabled for the storage virtual machine Infra_SVM.

vm vSphere Client

Virtual Storage Console

& cverview St()rage Systems vCenter server vcentermvalocal v () v
Storage Systems
&, Storage Capability Profiles ADD
& Storage Mapping
£ settings Name hd Type T l:ddms T g:‘l:‘::e ¥ Status 2.1 Capacity T NFS VAAI
» Reports
P v | AFF_A220 Cluster aff-a220 97.0 ) Normal 0.41% Unsupported
Infra-svm SWM f- 97.0 ) Normal 0.18% Enabled

at
a220.nvalocal

Note: Itis a best practice to use VSC to provision new datastores after it is installed and configured.

NetApp SnapCenter Plug-in for VMware vSphere 4.4 deployment procedure

NetApp SnapCenter® Plug-in for VMware vSphere enables VM-consistent and crash-consistent backup
and restore operations for VMs and datastores from the vCenter web client.

The following sections provide information on some of the requirements for SnapCenter plug-in
deployment and instructions for deploying and configuring the SnapCenter Plug-In for VMware vSphere.

Note: For application-consistent backup and restore operations, the NetApp SnapCenter Server
software is required. The deployment of SnapCenter Server and the registration of SnapCenter
plug-in with the SnapCenter Server are not covered by this deployment guide.
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Requirements for SnapCenter Plug-in for VMware vSphere 4.4

Before deploying the NetApp SnapCenter Plug-in for VMware vSphere to protect virtual machines and
datastores, please review the following host and privilege requirements and refer to Table 22 and Table
23 for network port and license requirements.

Host and privilege requirements

e You must deploy the SnapCenter Plug-in for VMware vSphere virtual appliance as a Linux VM.

e You should deploy the virtual appliance on the vCenter Server.

¢ You must not deploy the virtual appliance in a folder that has a name with special characters.

e You must deploy and register a separate, unique instance of the virtual appliance for each vCenter
Server.

Table 22) SnapCenter Plug-in for VMware vSphere network port requirements.

Port Requirements

8080 (HTTPS) This port is used to manage the virtual appliance

bidirectional

8144 (HTTPs) Communication between SnapCenter Plug-In for VMware vSphere and vCenter
bidirectional

443 (HTTPS) Communication between SnapCenter Plug-In for VMware vSphere and vCenter

Table 23) SnapCenter Plug-in for VMware vSphere license requirements.

Product License requirement

ONTAP NetApp SnapManager® Suite: Used for backup operations
One of these: NetApp SnapMirror® or NetApp SnapVault® (for secondary data
protection regardless of the type of relationship)

ONTAP To perform protection of VMware VMs and datastores the following licenses

primary destinations should be installed:
NetApp SnapRestore®: used for restore operations

NetApp FlexClone®: used for mount and attach operations
ONTAP To perform protection of VMware VMs and datastores only:
secondary destinations | FlexClone: used for mount and attach operations

VMware vSphere Standard, Enterprise, or Enterprise Plus

A vSphere license is required to perform restore operations, which use Storage
vMotion. vSphere Essentials or Essentials Plus licenses do not include Storage
vMotion.

Note: Itis recommended but not required that you add SnapCenter Standard licenses to secondary

destinations. If SnapCenter Standard licenses are not enabled on secondary systems, you cannot
use SnapCenter after performing a failover operation. A FlexClone license on secondary storage
is required to perform mount and attach operations. A SnapRestore license is required to perform
restore operations.

Install SnapCenter Plug-in for VMware vSphere 4.4

1. Download SnapCenter Plug-n for VMware vSphere OVA file from NetApp support site.

2. Login to vCenter server, select Hosts and Clusters view from Menu, right-click UCS Mini cluster and
choose Deploy OVF Template.

3. Onthe Select an OVF Template page, select an OVF template from a remote URL or local file
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Deploy OVF Template
Select an OVF template

2 ame a - Select an OVF template from remocte URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a location

accessible from your computer, such as a lecal hard drive, a network share, or a CD/DVD drive.

6 Read complet L uRL

(&) Local file

scv-4.4-200930_2042.ova

4. On the Select a Name and Folder page, specify a unique name and select a location for the VM, and
then click Next.

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

Specify a unigue name and target location

elect a compute resource

Virtual machine 5CV

name:

6 Ready to complete

Select a location for the virtual machine.

~ [ veenter.nva.local

> [l FlexPod Express

CANCEL BACK

5. Onthe Select a Compute Resource page, choose a compute resource for the VM deployment and
click Next.

Deploy OVF Template

+ 1 Select an OVF template Select a compute resource
+ 2 Select a name and folder Select the destination compute resource for this operation

3 Select a compute resource

~ [l FlexPod Express
~ [[J ucs Mini

_' esxi-0l.nva.local

[ esxi-02.nva.local

CANCEL BACK

6. On the Review Details page, verify the template details and click Next.
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Deploy OVF Template

+ 1 Select an OVF template Review details
+ 2 Select a name and folder Werify the template details

+ 3 Select a compute resource

4 Review details

5 License agreements Publisher Entrust Code Signing CA - CVCS1 (Trusted certificate)
Product SnapCenter Plug-in for VMware vSphere
Version 44
Vendor MetApp Inc.
Description SnapCenter Plug-in for WVMware vSphere is used to backup and restore

virtual machines on Metdpp storage systems. For mere information or
support please visit httpy/www.netapp.com/

CANCEL BACK NEXT

7. On the License Agreements page, check the box to accept license agreements and click Next.

8. On the Select Storage page, click to select a datastore for the configuration and disk files, change the
datastore virtual disk format to Thin Provision, and then click Next.

Deploy OVF Template

+ 1 Select an OVF template Select storage

+ 2 Select a name and folder Select the storage for the configuration and disk files
+ 3 Select a compute resource

+ 4 Review details |:|

+ 5 License agreements

Select virtual disk format: EThin Provision
& Select storage .

WM Storage Policy: Datastore Default M ]
8 Customize template Mame Capacity Provisioned Free
9 Ready to complete - —— A .. ke
[_. iscsi_datastore_1 79975 GB 142,51 GB 669.73 GB
5 iscsi_datastore_2 79975 GB 14951 GB 650.24 GB I
Compatibility

" Compatibility checks succeeded. ‘

CANCEL BACK NEXT

9. On the Select networks page, choose a Destination Network, select the IP protocol version, and then
click Next.
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_Deploy OVF Template

+ 1 Select an OVF template Select networks
+ 2 Select a name and folder Select a destination network for each source network.
+ 3 Select a compute resource

+ 4 Review details Source Network T Destination Network

+ 5 License agreements TE WM Network

+ 6 Select storage 1items

7 Select networks

8 Customize template

9 Ready to complete IP Allocation Settings

IP allocation: Static - Manual

IP protocel: IPvd

CANCEL BACK NEXT

10. On the Customize Template page, provide the required deployment properties: vCenter
username/password, SCV username/password, SCV host name and network properties, and the
date and time configurations. Click Next to continue.

Note: You must configure all hosts with IP addresses (FQDN hostnames are not supported). The
deploy operation does not validate your input before deploying.

Deploy OVF Template

" 1 Select an OVF template Customize template
+ 2 Select a name and folder Customize the deployment properties of this software solution

" 3 Select a compute resource

+ 4 Review details ‘ © A proparties have vakd valuss X
+ 5 License agreements
+ 6 Select storage ~ 1. Register to existing vCenter 4 settings
¥ 7 Salact natworks 11vCenter Name(FGDN) or IP Address 172.21.63.31
8 Customize template
8 Ready to complete 12 vCenter username administrator@nva local

1.3 vCenter password sssssnnes

Password
Confirm Password hhbhhhhdhd
1.4 vCenter port 443 :
< 2. Create SCV Credentials 2 settings
21Username admin
2.2 Password Password sssssssse

Confirm Password ssssssses

< 3. Setup Network Properties 1settings
3.1 Host Name Hostname for the appliance
SCV

CANCEL BACK NEXT

11. On the Ready to Complete page, review the information and click Finish to start the SnapCenter plug-
in appliance VM creation.
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12. Select the created VM, click PowerOn, and then click OK to accept the vCenter recommendation of
the host on which the VM will be powered on.

Power On Recommendations X

vCenter Server recommends the following h your virtual machine. Selecting a host may require vCenter Server to

initiate specific actions to prepare the host r on. Select a recommendation to apply from the list below.
Recommendation Priority

Recommendation 1- Power On virtual machine
. FE Place scv at host esxi-0.nva.local
Recommendation 2 - Power On virtual machine

» (1 Place scv at host esxi-02.nva.local

13. While the SnapCenter VMware plug-in is powering on, right-click the deployed SnapCenter VMware
plug-in VM and click Install VMware Tools under the Guest OS sub-menu.

Note: The deployment might take a few minutes to complete. A successful deployment is indicated
when the SnapCenter VMware plug-in is powered on, the VMware tools are installed, and the
screen prompts you to log in to the SnapCenter VMware plug-in.

Note: The screen displays the IP address where the SnapCenter VMware plug-in is deployed.
Make a note of that location. You need to log in to the SnapCenter VMware plug-in
management GUI if you want to make changes to the SnapCenter VMware plug-in
configuration.

ter Plug-in for WHware uSphere virtual appliance

System IF addr

Log in to the fApplia

d under the /support directory at

onsole should be used when the web ce is not available.
Appliance, use the web inter

14. Log in to the SnapCenter VMware plug-in management GUI using the IP address displayed on the
deployment screen with the credentials you provided in the deployment wizard, then verify on the
dashboard that the SnapCenter VMware plug-in is successfully connected to vCenter and is enabled.

Note: Use the format Error! Hyperlink reference not valid. to access the management GUI.

2 admin [ Signout £

A SnapCenter Plug-in for VMware vSphere

Dashboard Dashboard

= Configuration
vCenter

@ Connected

Plug-in Details @
@ Enabled

@ Connected
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15. Log in to vCenter, then click Refresh Browser at the top of the page to enable the SnapCenter plug-n.

@ Plugin Snapcenter Plugin for VMware:4.4. ] fully deployed. Refresh the b er to enable. | REFRESH BROWSER

vm vSph

5] 8 o] B scv & W © ACTIONS

onfigure ermissions tastores etworks Snapshots tes
+ {5 veenter.nvalocal Summary Monitor Configure Permissions Datastores Network Snapst Upda

~ [} FlexPod Express
o SWITCH TO NEW VIEW
~ [l ucs Mini

[ esxi-0t.nva.local Guest O5: Other 4.x or later Linux (64-bit) CPU USAGE

Compatibility:  ESXi 5.0 and later (VM version 8) [:l

Ll esx-02 nva.lecal VMware Tecls:  Running, version:10358 (Current) 23 M HZ
(G aiaum More info MEMORY USAGE
E‘;scv DMNS Name: sCv m 4| 44 GB
E‘gvcentel' IP Addresses: 172.21.63.34 )
B vsc Launeh Wb Console Host: esxi-02 nva local | J STORAGE USAGE

) ) 3 13.55 GB
@ windows-01 Launch Remote Censole 6 %
ﬁ) windows-02
[ windows-03
E\IJ windows-04 WM Hardware o Notes ~

SnapCenter Plug-in for VMware vSphere is used to backup and
Related Objects e restore virtual machines on NetApp storage systems. For more

informaticn or support please visit http:/ i

w.netapp.com/

Tags ~ Edit Motes...

Configure SnapCenter Plug-in for VMware vSphere
To configure the SnapCenter Plug-in for VMware vSphere 4.4, follow these steps:

1. Launch a web browser and log into vCenter Server.

2. From the vCenter Menu in the toolbar, select SnapCenter Plug-in for VMware vSphere to open the
plug-in dashboard.
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Client

vm vSpher

Home

rﬁ| “IONS ..
4 Shortcuts +
+ (5 veenter nva.local missions Datastores Metworks Snapshots Updates
« [il] FlexPod Express [ Hosts and Clusters 2
~ [l ucs Mini @ vMs and Templates
[] esxi-Ol.nva.local [ Storage a Dther 4.x or later Linux (64-hit) CPU USAGE
D 02 | | 1 : =5Xi 5.0 and later (VM versicn 8) ﬁ 23 MH
gsxi-denvaoca % MNetworking unning, versicn:10358 (Current) z
£ aiqum B Content Libraries More info fans ] HERERMUSSEE
sCv o . 5
i %# Workload Management ] v ; 491 MB
5 veenter ) 172.21.63.34
B vsc [Z Global Inventory Lists =sxi-02.nva.local r -] STORAGE USAGE
» k
[ windows-01 o N 13.55 GB
(2 Policies and Profiles
ﬁ] windows-02
@ Auto Deploy
() windows-03 ~ Fvbrid Cloud Servi
¢ Hybrid Cloud Services 1
) windows-04 h Notes -~
<|> Developer Center
SnapCenter Plug-in for VMware vSphere is used to backup and
@@ Administration hd restore virtual machines on NetApp storage systems. For more
[ Tasks information or support please visit httpy//www.netapp.com/
Uo Events ~ Edit Motes...
&7 Tags & Custom Attributes
S Lifecycle Manager [rintian _
Custom Attributes ~
™ vCloud Avallability Attribute Value
I virtual Storage Console
[® vRealize Operations

I SnapCenter Plug-in for VMware vSphere

3. Select Dashboard in the left navigator pane of the SnapCenter plug-in and then click the Getting
Started tab for information on getting started with SnapCenter Plug-in for VMware vSphere.

vm vSphere Client

Menu w

SnapCenter Plug-in for VMware vSphere

' Dashbeard

&= Storage Systems
E® Guest File Restore

Dashboard

BB Settings vCenter Server voenter.nva.local -
EE.LRESDUFEE Groups
@@ Policies Status Job Monitor

Reports | Getting Started |

Getting Started with SnapCenter Plug-in for VMware vSphere

@
K
=l

Add storage system

Add one or more storage
systems that contain
resources you want to prIEC[

Click here to configure

@

Create backup policy

Create one or more backup
policies that manage the
retention, frequency and other
settings for resource group
backups.

Click here to configure

®

&

Create resource group

Create a container to add one
or more resources that you
want to protect with backup

policies.

Click here to configure

Add storage systems

To add a storage system, follow these steps:

1. Inthe left Navigator pane of the SnapCenter plug-in, click Storage Systems, and then click the +Add
icon to add a storage system.
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SnapCenter Plug-in for VMware vSphere

% Dashboard Storage SYStemS

E Settings vCenter Server veenter.nva.local hd
E‘; Resource Groups
'% Policies ¢ Add V4 %

I & storage Systems Name Display Name Type Protocol Port

E Guest File Restore

2. Enter storage system information, select platform type, and provide login credentials in the Add
Storage System dialog. Check the boxes for Log SnapCenter Server Events to Syslog and Send
AutoSupport Notification for Failed Operation to Storage System.

Add Storage System X
Storage System |aﬁ-3220.nva.lucal |

Platform [ Al Fiash FAS |

Username [admin |

Password [eeevevene |

Protocol [wTTPS |

Port | 443 -
Timeout |50 | Second |
[ preterred 1p |" EEe |
Event M ¥ EMS) & A t Setting

|‘_4 Log Snapcenter server events to syslog

EB Send AutoSupport Notification for failed operation to storage system

CANCEL ADD

3. Click Add.

4. Wait for the process to complete and click OK to acknowledge the successful addition of the storage

system.
5. The added storage system should now be displayed in the Storage Systems view.

vm vSphere Client Menu s

SnapCenter Plug-in for VMware vSphere
& Dashboard Storage Systems
@ Settings vCenter Server veenter.nva.local -
E‘; Resource Groups
4@ Policies o Add 7 Edit 3 Delete
I Name Display Name Type Protocol Port Username SVMs Timeout(sec)
B Guest File Restore Bafraz20.nvalocal  AFF_A220 ONTAP Cluster ~ HTTPS 243 admin 1 60
172.21.62105 Infra-5WM OMNTAP SVM HTTPS 443 - 60
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Create backup policies for virtual machines and datastores
To create backup policies for VMs and datastores, follow these steps:

1. Inthe left Navigator pane of the SnapCenter plug-in, click Policies, and then click the +Create icon to
add a policy.

wvm vSphere Client Menu s

SnapCenter Plug-in for VMware vSphere o
Policies

% Dashboard

@ Settings vCenter Server weenter.nva.local -

E’;Resource Groups

I ¥ Policies & Create  / X

=2 Storage Systems Name VM Consistency Include Independent... Schedule Type

@ Guest File Restore

2. Onthe New Backup Policy page, follow these steps:
a. Enter a policy name and a description.

b. From the Retention drop-down list, select the desired retention policy and also enter or select the
associated parameter. For the retention policy, you can select either Days to Keep, Backup(s) to
Keep, or Never Expire.

Retention Days to keep v |1 :

Frequency Days to keep

Backup(s) to keep
Replication Never expire kup

c. From the Frequency drop-down list, choose the backup frequency. (Hourly, Daily, Weekly,
Monthly, or On-demand only)

d. Expand the Advanced option and select VM Consistency and Include Datastore with Independent
Disks.

Note: If the policy will be used for mirror-vault relationships, then in the Replication field, you must
select Update SnapVault After Backup.
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New Backup Policy X

vCenter Server veenter.nva.local -
Name [infra_vm_hacku ] |
Description |'Infra VMs |
Retention Backup(s) to keep - |E :
Frequency Daity -

Replication |:| Update SnapMirror after backup

D Update SnapVaul after backup

Snapshot label

Advanced - WM consistency

Include datastores with independent disks

CANCEL m

e. Click Add.
f. Click OK for the successful policy creation message box.
3. Create additional policies as required for different set of VMs or datastores.

Create resource groups

Resource groups are groups of virtual machines or datastores that are backed up together. A backup
policy is associated with a resource group to back up the resources and retain the backup according to
the defined retention policy.

To create a resource group, follow these steps:

1. Inthe left Navigator pane of the SnapCenter plug-in, click Resource Groups and then click +Create
Icon to create a resource group.

SnapCenter Plug-in for VMware vSphere
Resource Groups

% Dashboard

@ Settings vCenter Server veenter.nva.local -
'.‘& Policies + Create / x C ('D I»
& Storage Systems Mame Description Paolicies Last Run Status

@ Guest File Restore

2. Onthe General Info & Notification page, enter the resource group name and complete the notification
settings. Click Next.
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+ 4. Policies

Create Resource Group

1. General info & notification

+ 2. Resource

vCenter Server:

Name:

+ 3. Spanning disks

Description:

Notification:

+5. Schedules

Email send from:

+ 6. Summary

Email send to:

Email subject:

Latest Snapshot name

Custom snapshot format:

veenter.nva. local b
infra_VMs

infrastructure VMs

Errar or Warnings -
scv_backup@nva.local

backup_admin@nva.local

SnapCenter Plug-in for VMware vSphere backup notification

“_A Enable _recent suffix for latest Snapshot Copy

"_4 Use custom name format for Snapshot copy

$ResourceGroup X e

BACK NEXT FINISH CANCEL

3. Onthe Resource page, choose a Parent Entity, select an entity from the Available Entities list, and

click the > icon to add the entity selected to the Selected Entities list.

Note:

Note:

Selected Entities list.

You can use the >> icon to add all entities shown under the Available Entities list to the

You can remove the selection by using the < icon to remove a highlighted entity from the
Selected Entities list. To remove all previously selected entities, click the << icon.

Create Resource Group

+ 1. General info & notification

2. Resource

Parent entity: iscsi_datastore_1

Q
Available entities
@  windows-01

@  windows-03

Selected entities
@ vsc
@ aiqum

» | @ sw

BACK NEXT FINISH CAMCEL

4. Click Next when you are done with the resource selection.

5. On the Spinning Disks page, keep the Always Include All Spinning Datastores choice and click Next.

122

NVA-1154-DEPLOY: FlexPod Express for
VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS

© 2021 NetApp, Inc. All Rights Reserved.




Create Resource Group

+ 1. General info & notification

+ 2. Resource

-Z'_ ) Always exclude all spanning datastores

This means that only the datastores directly added to the resource group and the primary datastore of VMs

3. Spanning disks directly added to the resource group will be backed up

-ZEZ‘AIways include all spanning datastores
All datastores spanned by all included VMs are included in this backup

Q y select the

You will need to madify the list every time new VMs are added

p | %5 Datastor

BACK NEXT FINISH CANCEL

6. On the Policies page, choose one of the previously created policies that you want to associate the

resource group with and click Next.

Create Resource Group

+ 1. General info & notification

=+ Create
v 2. Resource [] Name ~ VM Consistent
+ 3. Spanning disks —

[wA infra_vm_backup Yes

Include independent d... Schedule

Yes Daity

BACK MNEXT FINISH CANCEL

7. On the Schedules page, choose the desired schedule for each selected policy and click NEXT.
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Create Resource Group X

+ L. General info & notification

2. Resource infra_vm_ba... ¥ Type Daily

E
3. Spanning disks e L |pats
4. Policies Starting  |12/09/2020 =
5. Schedul
A w5 (w5 (s

BACK NEXT FINISH CANCEL

8. Review the information on the summary page and click Finish to complete the creation of the
resource group.

Create Resource Group X
+ 1. General info & notification
Name infra_WMs
+ 2. Resource
3. Spanning disks Description infrastructure VMs
+ 4. Policies Send email Error or Warnings
v5. Schedules Email send from scv_backup@nva.local
Email send to backup_admin@nva.local
Email subject SnapCenter Plug-in for VMware vSphere backup notification
Latest Snapshot name <ResourceGroup=_recent
Custom snapshot format <ResourceGroup>_<TimeStamp>
Entities WSC, Aiqum, Scv
Spanning True
BACK FINISH CANCEL

9. Click OK to acknowledge the successful creation of the resource group.
10. The newly created resource group should appear in the Resource Groups page.

phere Client Menu s

SnapCenter Plug-in for VMware vSphere

& Dashboard Resource Groups

Eo Settings vCenter Server veenter.nva. local -

& Policies e Create 7 b4 ! Q » Filter

== Storage Systems Name Description Policies Last Run Status Job Status Alerts

E Guest File Restors infra_\WMs infrastructure WMs infra_wm_backup PRODUCTION Errar Or Warnings
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Perform backups

Backups are performed automatically for the configured resource groups based on their respective
associated backup policies.

You can also perform backup on demand from the Resource Groups page by clicking on the row of a
resource group, but not on the link itself, to select it and then click the Run Now icon above the resource
group table to start a backup.

SnapCenter Plug-in for VMware v

% Dashboard Resource Groups

E Settings vCenter Server veenter.nva.local - £
Er—— =

4@ Policies o Create  #Edit 3 Delete () RunMNow () Suspend  [p Filter

Storage Systems MName Description Paolicies Last Run Status Job Status Alerts

EGuest File Restore . . .
infra_WMs infrastructure WMs infra_vm_backup Completed PRODUCTION Errar Or Warnings

An information dialog will pop up to confirm that the backup operation has started.

.
1 ) The backup operation has started. You can track the
progress in the "Recent Tasks” area.

Lok |

You can view the completed backups by clicking on the link of the resource group name on the Resource
Groups page. It shows the entities in the resource group, the configured backup policy information, as
well as the recently completed runs.
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SnapCenter Plug-in for VMware v

% Dashboard

@ Settings
r——
o Policies

Storage Systems

@Guest File Restore

Resource Groups

Schedule & Retention Entities
Last Run: 12/10¢2020 0:02:03 AM MName D
Resource Group: infra_VMs VST 501bd8ed-2720-af39-faed-18a...
Last Run Status: © Completed aiqum 501b436b-17c9-f049-6855-4a9...
Palicy: infra_vm_backup SCV 501blecd-72e5-e873-08ea-€3...
Schedule: every 1 days
R 14 backups
Recent Schedules
Status Policy Mame Start Time End Time
Completed infra_vm_backup 12/1042020 0:01:37 AM 12/10/2020 0:02:03 AM
Completed infra_vm_backup 12/9i2020 10:10:01 PM 12/9/2020 10:10:35 PM

The Status tab on the SnapCenter Plug-in Dashboard page contains summary information for backup
jobs, configurations, and storage.

vm vSphere Client

SnapCenter Plug-in for VMware vSp

4 Dashboard Dashboard
E® Settings \Center Server | veznternvalocal -
[ Resource Groups
&} Policies ‘ Status Job Monitor Reports Getling Started e 04
&3 Storage Systems
E& Guest File Restore
RECENT JOB ACTVITIES @ JOBS LATEST PROTECTION SUMMARY @ VMs ~
(Last 7 Days)
© Baskp Successtl o0 1D:4) 12hago Backup Restore primary ndary
X SnapVault SnapMirror
© Backup Sucoessful (o ID: 2] whag
s Vis
7%
0%
Wis
® Faikd: 0 Warning: 0 #VMs
e AN & Sucoessful 2 @ Running: 0 ®Faied: 0 Not backed up: 5 ® Faied: 0 Not repicated: 8
= #Successiul 3 ® Successtul: 0
CONFIGURATION @ STORAGE
147.05 GB oB 12.05x
s -5 6 Snapshots 0 SnapMirrors Storage Savings
=
Virtual Machines Datastores
® Primary Snapshots Secondary Snapshots 1‘59 TB
Snapshot Savings
14705
= 1svms «147.05GB
120 Storage Consumed
2 752
I
o1 1 »76
Resource Groups Backup Poices [

For additional information on the configurations and operations of the SnapCenter Plug-in, see the

SnapCenter Plug-In for VMware vSphere documentation.

NetApp Active IQ Unified Manager 9.7P1 deployment procedure

This section describes the deployment procedures for the NetApp Active 1Q Unified Manager.
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https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/

Install Active 1Q Unified Manager 9.7P1

To install the Active IQ Unified Manager 9.7P1 software by using an Open Virtualization Format (OVF)
deployment, follow these steps:
1. Goto vCenter Server > Host and Clusters > Deploy OVF Template.

2. Enter a URL for the package and click Next or browse locally to select the Active 1Q Unified Manager
OVA file downloaded from the NetApp Support site, click Open, and then click Next.

Deploy OVF Template

1Select an OVF template Select an OVF template

2 Select a name and folder Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a

location accessible from your computer, such as a local hard drive, a network share, or a
6 Ready to complete C_D".DVD drive.
JuRL

(®) Local file

UPLOAD FILES ActivelQUnifiedManager-9.7Pl.ova

3. Enter the VM name and select the FlexPod Express datacenter to deploy and click Next.

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

_ Specify a unigue name and target location

3 Select a compute resource

4 Review detalls Virtual aiquml

_— machine
5 Select storage

name:
6 Ready to complete

Select a location for the virtual machine

v [ veenter.nvalocal
> [ FlexPod Express

4. Select a compute resource for the deployment and click Next.

Deploy OVF Template

+ 1Select an OVF template Select a compute resource

+ 2 Select a name and folder Select the destination compute resource for this operation

3 Select a compute resource|

v FlexPod Express
> [EJ ues Mini

6 Ready to complete

5. Review template details and click Next.
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Deploy OVF Template

+ 1Select an OVF template Review detalls
+ 2 Select a name and folder Verify the template details.
+ 3 Select a compute resource

4 Review detalls /N The OVF package contains advanced configuration options, which might pose

5 License agreements a security risk. Review the advanced configuration options below. Click next

6 Select storage to accept the advanced configuration options.

7 Select networks

8 Customize template Publisher No certificate present

9 Ready to complete
Product Active IQ Unified Manager

Vendor NetApp, Inc.

De scription Active 1Q Unified Manager - Application to monitor and manage
NetApp storage systems. For more information or support please
isit http://www.netapp.com

CANCEL

6. Accept license and click Next.

Deploy OVF Template

+ 1Select an OVF template BEFORE YOU CONTINUE:
+ 2 Select a name and folder
+ 3 Select a compute resource This isn't a License Agreement - you've already signed that. However, you will
+ 4 Review detalls | need to remember these steps after you complete the Deploy COVF Template
6 Select storage |
7 Select networks 1) Power On this virtual machine
8 Customize template 2) Click on the Console tab in the vCenter client - you will see the system starting
9 Ready to complete up
3) Watch the Console output for final instructions and your Active 1Q Unified

Manager URL

[™ 1 accent all license aareements.

CANCEL

7. Select the Thin Provision virtual disk format and one of the NFS datastores. Click Next.
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Deploy OVF Template

+ 1Select an OVF template
+ 2 Select a name and folder
+ 3 Select a compute resource

+ 4 Review detalls

+ 5 License agreements

6 Select storage

7 Select networks
8 Customize template

9 Ready to complete

Select storage
Select the storage for the configuration and disk files
(0]

Select virtual disk format: Thick Provision Lazy Zeroed v

VM Storage Policy Datastore Default

Name Capacity Provisioned Free

= infra_datastore_1 500 GB 52172 GB 45183 GB

\ [ infra_datastore_2 500 GB 53.82GB 495.46 GB
=1 e

Compatibility

+/ Compatibility checks succeeded.

CANCEL

8. Choose a destination network, configure IP allocation setting, and click Next.

9. From Customize Template, enter the Active 1Q Unified Manager network configuration details and

129

Deploy OVF Template

+ 1Select an OVF template
+ 2 Select a name and folder
+ 3 Select a compute resource
+ 4 Review detalls
+ 5 License agreements
+ 6 Select storage

8 Customize template

9 Ready to complete

Select networks
Select a destination network for each source network.

Source Network T Destination Network

nat VM Network -

litems

IP Allocation Settings
IP allocation: Static - Manual

IP protocol. IPv4

CANCEL BACK NEXT

click Next.
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Deploy OVF Template

+ 1Select an OVF template Customize template
+ 2 Select a name and folder Customize the deployment properties of this software solution

+ 3 Select a compute resource

+ 4 Review detalls |@ Aproperties have valid values

+ 5 License agreements
+ 6 Select storage Networking 7 settings
+ 7 Select networks configuration

8 Customize template Enables Auto IPv6 IPvE Auto addressing is set if the checkbox

9 Ready to complete . )
R - mpl addressing for vApp. is checked and all the fields are left empty
[

Host FGDN Specifies the hostname for the appliance.

CANCEL BACK NEXT

10. Review the configuration details entered and click Finish to complete the deployment of the Active IQ
Unified Manager VM.

Deploy OVF Template

+ 1Select an OVF template Ready to complete

+ 2 Select a name and folder Click Finish to start creation,
+ 3 Select a compute resource

+ 4 Review detalls

+ 5 License agreements Name aigum
¥ 6 Select storage Template name ActivelQUnifiedManager-9.7P1
+ 7 Select networks

+ 8 Customize template Download size 26 GB

9 Ready to complete size on disk 152.0 GB

Folder FlexPod Express

Resource UCs Mini

CANCEL BACK FINISH

11. Power on Active 1Q Unified Manager and open the VM console to continue the instruction.

Booting Active IQ Unified Manager virtual appliance.
This process will take a couple ninutes...

ware Tools installation

i 6.0 and below
ct UM | Guest | Install de UMware Tools for this

achine in the v3Sphere Client

For UMware i 6.5 and above
Mount the WHware tools linux iso using here Web Client.

InstallationsUpgrade will then proc automatically.

12. Edit the settings and select the Datastore 1SO file as the CD/DVD drive and connect it.
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Edit Settings  aiqum

Memory 12
Hard disk 1 60
Hard disk 2 12
Hard disk 3 50
Hard disk 4 30

SCSI controller O LSI Logic Parallel
Network adapter 1 VM Network [ connected

€D/DVD drive 1+ (D) Datastore SO File [ cannected %)

Client Device

Status
Host Device

CDB/DVD Media Datastore 1SO File ®

Content Library 1SO File
Device Mode Emulate CD-ROM

CANCEL

13. For the CD/DVD Media, browse to select linux.iso under vmimages > tools-isoimages folder and click
OK.

Select File

Datastores Contents Information

@ linux.iso Name: linux.iso
Size:55.86 MB

[& windows.iso Modified:06/02/2020, 1:40:36 AM
Encrypted: No

> [ infra_datastore_1

> B infra_swap

> [E infra_datastore_2
~ [J vmimages
» [ floppies
[ tools-isoimages

14. Go back to the Active IQ Unified Manager console and wait for the VMware Tools setup to complete
before configuring the VM settings.

131 NVA-1154-DEPLOY: FlexPod Express for © 2021 NetApp, Inc. All Rights Reserved.
VMware vSphere 7.0 with Cisco UCS Mini and
NetApp AFF/FAS



UHuare Tools installation

Jpgrade UHware Tools for this
nt .

iso using uvSphere Web Client

InstallationUpgrade will then proceed automat 1lu.

a few minutes,

3. Hone of the abouve

a
. Atlantic Ocean
. Europe

15. Select the geographic area and time zone.

16. The installation process continues to finish the network configuration and starting the Active 1Q
Unified Manager services.

17. Create the maintenance user by providing the username and password.

Starting Active I Unified Manager ake a couple of minut

Create the maintenance user.

> mainten

» IQ U

ample, the maintenance

IR Unifi
r pr-'rn

word for the new maintenance

e uszer name should start with any letter between

18. Access Active 1Q Unified Manager from a web browser using the link information provided from the
console.
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fActive I Unified Hanager

Log in to Active I Unified Manager in a web brouwser b

saigqum.nva. locals

( i ld be J t web in
For normal t ] L IQ Unif use the

aigun login: _

Configure Active 1Q Unified Manager

To configure the deployed Active IQ Unified Manager 9.7P1 software and add a storage system for
monitoring, follow these steps:

1. Launch a web browser and log into Active 1Q Unified Manager.
<«

c @ oF nva.local S 72+ 4 ¥y IN 0O ® =

’/[ [ R

I NetApp-

Active IQ Unified Manager

maint

eccssscss

2. Enter the email address that Active 1Q Unified Manager will use to send alerts, enter the mail server
configuration, and the IP address or hostname of the NTP server and click Continue.

I Active IQ Unified Manager I

Getting Started

07

Email AutoSupport APl Gateway Add ONTAP Clusters Finish

Notifications

Configure your email server to allow Active IQ Unified Manager to assistin the event of a forgotten password.

Maintenance User Email
Email ~maint@nva.local

SMTP Server

3. Enable AutoSupport by clicking Agree and Continue.
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I Active IQ Unified Manager

Getting Started

AutoSupport API Gateway

Email Add ONTAP Clusters Finish

Set up AutoSupport

AutoSupportis a service that sends periodic data to NetApp® Active 1Q. Active IQ is a data-driven service that uses artificial intelligence, machine learning,
and community wisdom to provide predictive analytics, actionable insights, and proactive support that help maximize availability and optimize
performance in your NetApp data management environment. For more information see: https://www.netapp.com/us/products/data-infrastructure-

management/active-iq-predictive-technology.aspx

AutoSupport will be enabled on this system. You can disable AutoSupport at a later time from Settings -> AutoSupport

Agree and Continue

4. Check Enable API Gateway to use Active 1Q Unified Manager as the single entry point for multi-
cluster management using REST APIs.

I Active IQ Unified Manager

Getting Started
v o °
Email AutoSupport API Gateway Add ONTAP Clusters Finish

Set up APl Gateway

The API Gateway for Active 1Q Unified Manager REST APIs enables you to control multiple ONTAP clusters by leveraging the cluster authentication and
cluster management capabilities of Active 1Q Unified Manager. This capability enables you to use Unified Manager as the single entry point for using

5. Add an ONTAP cluster by entering the ONTAP cluster hosthname / IP address and the admin login
credentials then click Add.

ONTAP REST APIs without the need to login to individual clusters.

Enable AP| Gateway

M Active IQ Unified Manager

Q
(<]
Q

Email AutoSupport AP| Gateway Add ONTAP Clusters Finish

Add ONTAP Clusters

s ]

Recently added clusters (0) <

Host name/IP Address  Data Acquisition Status

HOSTNAME OR IP ADDRESS

aff-a220.nva.local

CLUSTER USERNAME

admin

CLUSTER PASSWORD

sessnssee |

6. Click Yes to trust the self-signed cluster certificate in the Authorize Cluster Certificate dialog.
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A Authorize Cluster Certificate

Host aff-a220.nva.local you specified has identified itself with a self
signed certificate for and the host does not match with the name
(CN or DN): AFF-A220.

View Certificate

Do you want to trust this certificate?

Note: The Recently Added Clusters area will show the cluster being added and data acquisition
status indicates In Progress. The initial cluster discovery can take up to 15 minutes to
complete.

7. Click Continue and then click Finish in the Summary screen.

Adding vCenter for Active IQ Unified Manager integration

Before adding vCenter to Active 1Q Unified Manager, configure the vCenter logging level to the required
setting by using the following steps:

1. Inthe vSphere client, navigate to VMs and Templates and choose the vCenter instance from the top
of the object tree.

2. Click the Configure tab, expand the Settings, select General, and click Edit to change vCenter server
settings.

] 2 [ vcenter.nvalocal ACTIONS v

~ [{ veenter.nvalocal
v [ FlexPod Express

Summary Monitor ~ Configure  Permissions Datacenters Hosts & Clusters VMs Datastores

Settings v | vCenter Server Settings EDIT
» [ Discovered virtual mac = 9
5 aiqum ST > Statistics Estimated space required: 16.71 GB
£ ubuntu-01 Licensing
Message of the Day > Database Max connections: 50
GO e 3 > Runtime vCenter Server name: vcenter.nva.local

Authentication Proxy settings

At LA

3. Inthe dialog box under Statistics, locate the 5 minutes Interval Duration row and change the setting to
Level 3 under the Statistics Level column. Click Save.
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Edit vCenter general settings X

Statistics
Database
Runtime settings
User directory
Mail

SNMP receivers
Ports

Timeout settings
Logging settings

SSL settings

Statistics

Enter settings for collecting vCenter Server statistics.

Enabled Interval Duration Save For Statistics Level
5 minutes 1day Level 3
30 minutes 1week Level1
2 hours 1month Level 1
1day 1year Level1

Database size
Based on the current vCenter Server inventory size, the vCenter Server database can be estimated. Enter

the expected number of hosts and virtual machines in the inventory to calculate an estimate,

Physical hosts 50 *|  Estimated space required 4378 GB

Virtual machines ,2000

CANCEL SAVE

4. Go to Active IQ Unified Manager and add vCenter using the following steps:

a. Navigate to the Inventory area, expand VMware, and select vCenter.

INVENTORY
vCenters @ Lastupdated: Oct 26, 2020, 4:42 PM

STORAGE
+ Add @ Show [ Hide v

NETWORK

PROTECTION

VMWARE

vCenter

b. Inthe center
username, p

= [ Active IQ Unified

INVENTORY
STORAGE

NETWORK

PROTECTION

VMWARE

vCenter

Virtual Machines

SETTINGS
GENERAL
STORAGE

MANAGEMENT

Event Setup

Alert Setup

Report Schedules

Name Status IP Address Version Capacity (Used | Total)

pane, click Add to add vCenter. Provide vCenter IP or hostname, administrator
assword, and click Save.

Manager

Add VMware vCenter Server

VCENTER SERVER IP ADDRESS ORHOST NAME

veenter.nva.local

USERNAME

administrator@nva.local

PASSWORD

PORT

fancel
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c. Click Yes on the Authorize Certificate dialog to trust the vCenter certificate.

A Authorize Certificate

Host vcenter.nva.local you specified has identified itself with a ca
signed certificate for Active IQ Unified Manager.

View Certificate

Do you want to trust this certificate?

The added vCenter shows up in the list.

= [ Active IQ Unified Manager

T o vCenter added. The discovery of this vCenter might take upto 15 minutes. Performance data becomes available an hour after the discovery. X

LR L LdSLUPUALEU. ULLLD, ZULU, J.LL PV

STORAGE 4
© show [Hide v

NETWORK
Name Status = IPAddress Version Capacity (Used | Total)

PROTECTION

veenter.nvalocal 172.21.63.31 Obyt
VMWARE

vCenter

Note: The discovery of vCenter can take 15 minutes and the performance data becomes available
an hour after the discovery.

Review virtual machine inventory and performance

After vCenter is added to Active 1Q Unified Manager, the vCenter discovery process adds virtual machine
inventory automatically. Use the following steps to explore virtual machine inventory and status:

1. Navigate to the VMware section under Inventory, expand the section, and select Virtual Machines.

2. Onthe Virtual Machines view, you can check on capacity utilization, IOPs, and latency of the virtual
machines.
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I Active IQ Unified Manager All v Q A O 2
PASHEOARD Virtual Machines @
Search Q = Filter ® show [Hide v
Name Status *  Protocol Capacity (Used | Allocated) 10PS Latency (ms)
PROVISIONING
WORKLOAD ANALYSIS
v veenter NFS [ | 3746849368 123 03
EVENT MANAGEMENT
v vsc NFS . 528GB|53GB 0 0
NNENTORY v windows01 NFS, UMFS [ TRt 20,560 0
STORAGE )
v windows02 NFS, VMFS I +oce |140cE 19,439 0
NETWORK
v windows-03 NFS, UMFS 1 10168 | 14068 20537 0
PROTECTION
v windows-04 NFS, UMFS I o6 |10cs 21410 0
VMWARE
vCenter
Yirtual Machines Showing All 7 Virtual Machines

Solution verifications

The FlexPod Express for VMware vSphere 7 solution uses configurations already supported by NetApp
IMT, Cisco HCL, and VMware HCL. After the solution is deployed, a variety of testing is conducted for
solution verifications. This section provides a high-level summary of the test cases, prerequisites,
expected outcomes, and test results for the verifications.

SAN boot test cases

The SAN boot test cases are used to make sure that you can install vSphere 7.0 on a SAN LUN, a host
can boot from iSCSI SAN properly under normal and reduced path conditions, and the service profile can
be easily migrated to a new blade server.

Table 24 through Table 26 summarize the SAN boot-related test cases that were performed in the
laboratory to validate the solution.

Table 24) SAN boot and OS installation test.

Test Case Details
Test number SAN-Boot-Test-1
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

Test procedures 1. Power on UCS blade host.
2. Mount vSphere 7.0 installation media as directed.
3. Install vSphere 7.0.
4. Reboot the host after installation.
Expected outcome 1. iSCSI SAN LUN should be available for vSphere 7.0 OS installation.
2. vSphere 7.0 OS installation should complete successfully.
3. The host should boot up properly after installation reboot.
Test results Passed
Comments
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Table 25) SAN boot with only one available path test.

Test Case
Test number
Test prerequisites

Test procedures

Expected outcome

Test results
Comments

Details
SAN-Boot-Test-2

1.

A WOWDNE DN

ONTAP, Nexus, and UCS should be configured according to the
deployment guide.

. vSphere 7.0 should be installed on the host.

. Configure ONTAP to bring down three out of the four iISCSI LIFs.

. Reboot one of the vSphere 7.0 hosts.

. Confirm vSphere 7.0 host can reboot properly with only one available path.
. Check the host which was rebooted to confirm iSCSI storage devices show

one available path.

. Check the host which was not rebooted to confirm iSCSI storage devices

show one available path and three dead paths.

. Configure ONTAP to bring up the three iSCSI LIFs which were configured

down previously.

. Perform a rescan storage operation on the iSCSI software adapter for the

host that was rebooted.

. Check on both hosts to confirm iSCSI storage devices show four available

paths.

. After three LIFs were brought down in ONTAP, the host that was rebooted

should boot up properly with only one available path.

. The host that was rebooted should report one available path for the iISCSI

storage devices.

. The host that was not rebooted should report one available path and three

dead paths.

. After the three LIFs were brought back up, the host that was not rebooted

should report four available paths.

. After the three LIFs were brought backup and a rescan storage operation

on the iSCSI software adapter was performed, the host that was rebooted
should also report four available paths.

Passed

Table 26) SAN boot after service profile migration to a new blade test.

Test Case
Test number
Test prerequisites

Test procedures

Expected outcome

Test results

Details
SAN-Boot-Test-3

1.

W NNEFE WN

BN

ONTAP, Nexus, and UCS should be configured according to the
deployment guide.

. vSphere 7.0 should be installed on the host.

. A replacement blade is available.

. Add an additional blade to the infrastructure server pool.

. Put one of the hosts into maintenance mode and power it down.

. Remove the blade currently associated with the host that was brought

down.

. Boot the host service profile.

. A new blade server should be automatically assigned to the service profile.
. The server associated with the service profile should boot up properly

without issues.

Passed
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Test Case
Comments

Details

Fabric Interconnect test cases

The Fabric Interconnect test cases are used to make sure that virtual machine I/O continues to be
serviced by the storage array when the solution experiences a single point of failure scenarios for the
Fabric Interconnect, such as reboot, port evacuation, and switch uplink failures.

Table 27 through Table 29 summarize the Fabric Interconnect related test cases that were performed in
the laboratory to validate the solution.

Table 27) Fabric Interconnect reboot test.

Test Case
Test number
Test prerequisites

Test procedures

Expected outcome

Test results
Comments

Details

Fabriclnterconnect-Test-1

1.

2.

a b w NP

N -

ONTAP, Nexus, and UCS should be configured according to the
deployment guide.

Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol I/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding 1/O)

. Start IOMeter 1/O on all four VMs.

. Reboot Fabric Interconnects, one at a time.

. Confirm the IOMeter I/O continues despite the Fabric Interconnect reboot.
. Check iSCSI LUN path.

. Wait for the Fabric Interconnect to boot back up for a few minutes before

rebooting the other Fabric Interconnect.

. IOMeter I/O continues despite the Fabric Interconnect reboot.
. Two iSCSI LUN paths should not be available when the Fabric

Interconnect was rebooted.

. The iISCSI LUN path should recover after the rebooted Fabric Interconnect

gets back to operational state.

Passed

Table 28) Fabric Interconnect uplink failures test.

Test Case
Test number
Test prerequisites

Test procedures

Details

Fabriclnterconnect-Test-2

1.

2.

ONTAP, Nexus, and UCS should be configured according to the
deployment guide.

Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol I/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding 1/O)

. Start IOMeter 1/O on all four VMs.
. Shut down the uplinks from one Fabric Interconnect to both switches from

the switch side.

. Wait for 10 minutes.

4. Restore the uplinks from the Fabric Interconnect to both switches.

Expected outcome 1. IOMeter I/O continues despite the Fabric Interconnect uplinks being shut
down.

Test results Passed
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Test Case Details
Comments

Table 29) Fabric Interconnect port evacuation test.

Test Case Details
Test number Fabriclnterconnect-Test-3
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol I/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding 1/O)

. Start IOMeter 1/O on all four VMs.

. Configure the secondary Fabric Interconnect for port evacuation.

. Check IOMeter 1/O on the VM.

. Unconfigure the port evacuation on the secondary Fabric Interconnect.

Test procedures

PN WN P

Expected outcome . IOMeter 1/O continues despite the secondary Fabric Interconnect was

configured for port evacuation.
Test results Passed

Comments Port evacuation can be enabled to suspend traffic through a Fabric
Interconnect before a firmware upgrade.

Switch test cases

The switch test cases are used to make sure that the solution is working as designed and can survive
single point of failure scenarios. In particular, the virtual machine NFS storage 1/O should be going directly
from the Fabric Interconnects to the storage controllers in normal conditions. Some failure scenarios will
require the virtual machine NFS storage 1/O to traverse the switch uplinks and sometimes also between
the switches through their peer links.

Table 30 through Table 33 summarize the switch-related test cases that were performed in the laboratory
to validate the solution.

Table 30) Switch minimum Fabric Interconnect uplink traffic test.

Test Case Details
Test number Switch-Test-1
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

2. Virtual machines, two on each host, having two data disks each driving
NFS protocol I/O with IOMeter tool. (16KiB, 75% read, 50% random, 8
outstanding 1/O)

Test procedures 1. Start IOMeter I/O on all four VMs using NFS datastores.

2. Log in to the switches and clear the switch interface counters for the Fabric
Interconnect uplink ports.

3. Wait for a minimum of 5 minutes for sufficient NFS 1/O to happen between
the VMs and storage.

4. Collect switch interface jumbo frame counters from the Fabric Interconnect
uplink ports.

Expected outcome 1. The amount of jumbo frame packets from the Fabric Interconnect uplink
ports should be very small compared to the amount of NFS I/O delivered
between the VMs and storage.
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Test Case Details
Test results Passed
Comments

Table 31) Switch Fabric Interconnect fabric switching test.

Test Case Details
Test number Switch-Test-2
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.
2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol I/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding 1/O)
Test procedures 1. Start IOMeter I/O on all four VMs.

2. Log in to storage cluster and disable eOc port on storage controller 1,
which is connected to Fabric Interconnect A.

3. Confirm that the NFS LIF that was on storage controller 1 eOc port
migrated to eOd port automatically.

4. Confirm IOMeter 1/O continues despite the storage controller port eOc
being disabled.

5. Log in to the switches and clear the switch interface counters for the Fabric
Interconnect uplink ports and the switch peer link ports.

6. Wait for a minimum of 5 minutes for sufficient NFS I/O to happen between
the VMs and storage.

7. Collect switch interface jumbo frame counters from the Fabric Interconnect
uplink ports and the switch peer link ports.

8. Enable the e0Oc port on storage controller 1 to remove the fault condition.

9. Confirm the NFS LIF which was on storage controller 1 e0d port
automatically reverted back to the eOc port.

Expected outcome 1. NFS LIF on storage controller 1 eOc port should migrate to e0d port
automatically after eOc port was disabled.

2. IOMeter 1/O should continue despite the storage controller 1 eOc port being
disabled.

3. The jumbo frame counters for the Fabric Interconnect A and Fabric
Interconnect B uplink ports on switch A should increase significantly due to
NFS 1/0 going through those ports.

4. The jumbo frame counters between the switch peer links ports should be
minimum compared to the amount of NFS 1/O.

5. NFS LIF that was on storage controller 1 eOd port should automatically
revert back to the eOc port after the eOc port was reenabled.

Test results Passed

Comments In this scenario, a server’s Fabric A 1/0O path has to go through switch A to
reach the Fabric Interconnect B uplink interfaces to reach the storage
controller 1 e0d port that is on Fabric B.

Table 32) Switch peer virtual port channel traffic test.

Test Case Details
Test number Switch-Test-3
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.
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Test Case

Test procedures

Expected outcome

Test results
Comments

Table 33) Switch reboot test.

Test Case
Test number
Test prerequisites

Test procedures

Expected outcome
Test results

Details

2. Virtual machines, two on each host, having two data disks each driving
NFS protocol I/O with IOMeter tool. (16KiB, 75% read, 50% random, 8
outstanding 1/0O)

1. Start IOMeter I/O on all four VMs.

2. Log in to storage cluster and disable eOc port on storage controller 1 that is
connected to Fabric Interconnect A.

3. Login to the switch A and disable the Fabric Interconnect B uplink port to
switch A (eth1/12).

4. Confirm IOMeter I/O continues despite the storage controller port eOc and
the Fabric Interconnect B uplink to switch A were disabled.

5. Clear the switch interface counters for the Fabric Interconnect uplink ports
and the switch peer link ports.

6. Wait for a minimum of 5 minutes for sufficient NFS 1/0 to happen between
the VMs and storage.

7. Collect switch jumbo frame counters from the Fabric Interconnect uplink
ports and the switch peer link ports.

8. Enable the Fabric Interconnect B uplink port to switch A to remove the fault
condition.

9. Enable the eOc port on storage controller 1 to remove the fault condition.
1. IOMeter 1/0O should continue despite the storage controller 1 eOc port and
the Fabric Interconnect B uplink port to switch A were disabled.

2. The jumbo frame counters for the fabric A uplink port on switch A should
increase significantly due to NFS I/O going through that port.

3. The jumbo frame counters for the switch peer link ports should increase
significantly also as traffic from Fabric A needs to go through the switch
peer links to reach Fabric B on switch B to get to the storage controller 1
e0d port.

Passed

This is a double fault scenario which requires NFS 1/O to go between
switches to reach the other Fabric Interconnect.

Details

Switch-Test-4

1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol 1/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding I/O)

. Start IOMeter 1/O on all four VMs.

. Reboot switch one at a time.

. Confirm the IOMeter 1/O continues despite the switch reboot.

. Wait for the switch to boot all the way back up for a few minutes before
rebooting the other switch.

A WN P

1. IOMeter I/O continues despite rebooting one of the switches.
Passed

Comments Be sure to wait for the rebooted switch to bring up all vPC and has reached
steady state before rebooting the second switch.
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Storage test cases

The storage test cases are used to make sure that virtual machine 1/0 continues to be serviced by the
storage array when the solution experiences a single point of failure scenarios for storage such as link
failure, controller reboot, controller takeover, controller power off, and a single disk failure.

Table 34 through Table 37 summarize the storage related test cases that were performed in the
laboratory to validate the solution.

Table 34) Storage link failure test.

Test Case Details
Test number Storage-Test-1
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol I1/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding I/O)

Test procedures 1. Start IOMeter I/O on all four VMs.
2. Disable controller data port eOc and e0d one at a time.
3. Confirm the IOMeter I/O continues despite the link failure.
4. Check iSCSI LUN path.
5. Reenable the controller data port.
Expected outcome 1. IOMeter I/O to NFS and iSCSI datastores continue despite the link failure.
2. One iSCSI LUN path was not available when a controller data port was
disabled.
3. The iSCSI LUN path recovered when the controller data port was
reenabled.
Test results Passed
Comments This simulates a cable failure or port failure scenario.

Table 35) Storage controller failover test.

Test Case Details
Test number Storage-Test-2
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.
2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol 1/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding I/O)
Test procedures 1. Start IOMeter 1/O on all four VMs.
2. Initiate a storage failover operation for one node.

3. Confirm the IOMeter I/O continues despite one of the controllers in failover
state.

4. Check iSCSI LUN path.

5. Check vCenter operations.

6. Perform a storage failback operation to return the storage array to normal
condition.

Expected outcome 1. IOMeter I/O continues despite the storage failover condition.

2. vCenter operations such as VM migration to different host / storage should
continue to work but might be slower.

3. The two iSCSI LUN path that went away during failover can recover when
the storage failover condition was removed.
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Test Case
Test results
Comments

Table 36) Storage controller reset test.
Test Case
Test number
Test prerequisites 1.

Test procedures 1.
. Initiate a storage controller reset operation for one node from its service

Expected outcome 1.
. vCenter operations such as VM migration to different host / storage should

Details
Passed
Negotiated storage failover is part of the nondisruptive firmware upgrade

workflow to provide continued storage services during storage firmware
upgrade.

2.

Details
Storage-Test-3

ONTAP, Nexus, and UCS should be configured according to the
deployment guide.

Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol I/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding 1/O)

Start IOMeter 1/O on all four VMs.

processor to cause a dirty shutdown.

. Confirm the IOMeter I/O continues despite one of the controllers in failover

state.

. Check iSCSI LUN path.
. Check vCenter operations.
. Perform a storage failback operation to return the storage array to normal

condition after it boots back up.
IOMeter I/O continues despite the introduced storage failure condition.

continue to work but may be slower.

. The two iSCSI LUN path that went away when one of the nodes was reset

can recover after the storage controller returns to normal state.

Test results Passed
Comments

Table 37) Storage disk failure test.
Test Case Details

Test number
Test prerequisites 1.

Test procedures 1.
. Examine the storage aggregate information to determine the disks that

145

2.

()]

Storage-Test-4

ONTAP, Nexus, and UCS should be configured according to the
deployment guide.

Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol 1/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding 1/O)

Start IOMeter 1/O on all four VMs.

made up one of the data aggregates.

. Manually pulled out one of the disks that belongs to one of the data

aggregates examined.

. Confirm the IOMeter 1/0O continues despite the disk failure condition.
. Check vCenter operations.
. Check Active 1Q Unified Manager to confirm that the affected aggregates

went through a rebuild process successfully.
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Test Case Details

7. Reintroduce the pulled disk back into the controller and clean up the
previous partitions on the disk and restore the disk ownership to make the
disk available.

Expected outcome 1. IOMeter I/O continues despite the introduced storage failure condition.

2. vCenter operations such as VM migration to different host / storage should
continue to work but might be slower due to the aggregate rebuild
operation.

Test results Passed
Comments

VMware test cases

The VMware test cases are used to exercise VMware related features, such as vMotion, storage vMotion,
and high availability, to make sure they are working properly on the solution.

Table 38 through Table 41 summarize the VMware related test cases that were performed in the
laboratory to validate the solution.

Table 38) VMware vMotion test.

Test Case Details
Test number VMware-Test-1
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol 1/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding 1/O)

Test procedures 1. Start IOMeter 1/O on all four VMs.
2. Migrate VMs running on host 1 to host 2.
3. Confirm the IOMeter I/O continues despite the vMotion operation.
4. Migrate the VMs back to their original host.
Expected outcome 1. IOMeter I/O on the VMs being migrated should continue without errors.
Test results Passed
Comments Configure Enhanced vMotion Compatibility (EVC) if the hosts in the cluster

are running on hardware with different CPU generations.

Table 39) VMware storage vMotion test.

Test Case Details
Test number VMware-Test-2
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol I1/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding 1/O)

Test procedures 1. Start IOMeter 1/O on all four VMs.

2. Migrate the storage utilized by the VMs on one of the hosts from one type
of protocol to another. (For example, NFS to iSCSI and iSCSI to NFS)

3. After the storage vMotion operations are completed, perform the reverse
migration to restore where the VM data resides.

4. Confirm the IOMeter I/O continues without issues.
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Test Case Details

Expected outcome 1. IOMeter I/O continues without issues.
Test results Passed
Comments With VAAI, storage vMotion is offloaded to storage.

Table 40) VMware high availability test.

Test Case Details
Test number VMware-Test-3
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol I/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding I/O)

Test procedures 1. Start IOMeter 1/O on all four VMs.
2. Use the UCS Manager to reset one of the iISCSI SAN booted servers with
the Power Cycle option.
3. Confirm IOMeter I/O on the VMs that were not residing on the host that
went down was not affected.

4, Confirm VMware HA restarted the VMs that resided on the host that went
down on the other host.

Expected outcome 1. IOMeter 1/O continues on the VMs that were not impacted.

2. The VMs that were impacted were restarted on the other host.
Test results Passed
Comments

Table 41) VMware storage vMotion with storage QoS test.

Test Case Details
Test number VMware-Test-4
Test prerequisites 1. ONTAP, Nexus, and UCS should be configured according to the

deployment guide.

2. Virtual machines, two on each host, having two data disks each driving
NFS /iSCSI protocol 1/0 with IOMeter tool. (16KiB, 75% read, 50%
random, 8 outstanding I/O)

Test procedures 1. Start IOMeter 1/O on all four VMs.

2. Create a storage QoS policy with a maximum throughput limit and apply it
to the data volumes used for IOMeter I/O. (For example, set the limit to
200MB/s if the IOMeter was driving around 400MB/s so you can easily see
the differences with and without QoS.)

3. Confirm IOMeter 1/O throughput was reduced as a result of the applied
storage QoS policy.

4. Perform storage vMotion to move IOMeter data disks across datastores.

5. Remove the QoS policy from the data volumes.

Expected outcome 1. IOMeter I/O continues to run with reduced 1/O throughput after the storage
QoS policy was applied.

2. The storage vMotion operations took longer to complete with storage QoS

limiting the volume throughput.

Test results Passed
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Test Case Details

Comments Use storage QoS to help manage and meet workload performance
requirements or to allocate storage 1/0 bandwidth between various
applications if required.

Conclusion

FlexPod Express with UCS Mini is designed for small to midsize businesses, remote offices or branch
offices (ROBOSs), and other businesses that require dedicated solutions. This validated solution uses a
combination of components from NetApp and Cisco and provides a step-by-step guide for easy adoption
and deployment of the converged infrastructure solution. By selecting different solution components and
scaling with additional components, the FlexPod Express with UCS Mini solution can be tailored for
specific business needs and can provide a highly reliable and flexible virtual infrastructure for application
deployments.

Appendix

iSCSI datastore configuration

If it is desirable to have an iSCSI-only configuration with iISCSI SAN boot and iISCSI datastores for the
solution, you can use the following procedures to create iSCSI datastores for the deployment of the
infrastructure VMs such as vCenter, VSC, Active IQ Unified Manager, and any additional VMs required by
the solution.

Note: Itis a best practice to use VSC to provision new datastores after it is installed and configured.

Create NetApp FlexVol volumes in ONTAP for iSCSI datastores

To create a NetApp FlexVol® volume, enter the volume name, size, and the aggregate on which it exists.
To create two thin-provisioned volumes for VMware iSCSI datastores, run the following commands:

volume create -vserver Infra-SVM -volume iscsi datastore 1 -aggregate aggrl <clustername> 01 -
size 900GB -state online -policy default -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume iscsi _datastore 2 -aggregate aggrl <clustername> 02 -
size 900GB -state online -policy default -space-guarantee none -percent-snapshot-space 0

Enable deduplication schedule in ONTAP

To enable deduplication on the volumes once a day, run the following commands:

volume efficiency modify -vserver Infra-SVM -volume iscsi datastore_ 1 -schedule sun-sat@O

volume efficiency modify -vserver Infra-SVM -volume iscsi datastore 2 -schedule sun-sat@0O

Create LUNs in ONTAP

To create two iSCSI datastore LUNSs, run the following commands:

lun create -vserver Infra-SVM -volume iscsi datastore 1 -lun iscsi-LUN-1 -size 800GB -ostype
vmware -space-reserve disabled

lun create -vserver Infra-SVM -volume iscsi datastore 2 -lun iscsi-LUN-2 -size 800GB -ostype
vmware -space-reserve disabled
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Map iSCSI datastore LUNs to initiator group (igroup)

To map iSCSI datastore LUNS to igroup, run the following commands:

lun map -vserver Infra-SVM -path /vol/iscsi datastore 1/iscsi-LUN-1 -igroup MGMT-Hosts -lun-id 1

lun map -vserver Infra-SVM -path /vol/iscsi datastore 2/iscsi-LUN-2 -igroup MGMT-Hosts -lun-id 2

Add new iSCSI datastores
To create new iSCSI datastores, complete the following steps:

1. Log into vCenter server.
2. Right-click on the cluster and select New Datastore under the Storage menu.
3. Select VMFS datastore type and click Next.

New Datastore

1Type Type

2 Name and device selectl. Specify datastore type

3 VMFS version

4 Partition configuration &) VMRS

5 Ready to complete Create a VMFS datastore on a disk/LUN.

() NFs
Create an NFS datastore on an NFS share over the network.
) wvol
Create a Virtual Volumes datastore on a storage container connected to a storage

provider.

4. Provide a datastore name and select one of the hosts from the dropdown list to view the accessible
LUNs.

5. Select the LUN with ID 1 and click Next.

New Datastore

v 1Type Name and device selection

2 Name and device selectl... Select a name and a disk/LUN for provisioning the datastore.

3 VMFS version

4 Partition configuration Datastore name: Iscsi_datastore_1

5 Ready to complete

(@) The datastore will be accessible to all the hosts that are configured with x
access to the selected disk/LUN. If you do not find the disk/LUN that you are
interested in, it might not be accessible to that host. Try changing the host or
configure accessibility of that disk/LUN

Select a host to view its accessible disks/LUNs: esxi-Olnvalocal

Name ~ LWUN ~ Capacity ~  Hardware.. ¥ DriveT.. ~ Se
NETAPP iSCSI Disk (naa.6... 2 800.00 GB Supported Flash B’
1 800.00 GB Supported Flash 5|
NETAPP iSCSI Disk (naa.6 o} 15.00 GB Supported Flash 5

6. Select VMFS version 6 for the datastore with automatic space reclamation support and click Next.

New Datastore

+ 1Type VMFS version
+ 2 Name and device selectl... Specify the VMFS version for the datastore
,.
4 Partition configuration &) VMFS6
5 Readly to complete VMFS 6 enables advanced format (S12e) and automatic space reclamation support
) VMFS5

VMFS 5 enables 2+TB LUN support.
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7. Use the default partition configuration and click Next.

New Datastore

v 1Type Partition configuration
+ 2 Name and device selectl... Review the disk layout and specify partition configuration details.
+ 3 VMFS version

4 Partition configuration Partition Configuration Use all available partitions

5 Ready to complete

Datastore Size

aoo:iaa
Block size 1MB

Space Reclamation Granularity 1MB

¢ 0

Low: Deleted or unmapped blocks are rs(lalms;

Space Reclamation Priority

on the LUN at Low priority

—
Empty:/800/0/GE!

CANCEL BACK

8. Review the settings and click Finish to create the first iSCSI datastore iscsi_datastore_1.
9. Repeat steps 2 to 8 and select LUN 2 to create the second iSCSI datastore iscsi_datastore_2.

Where to find additional information

To learn more about the information that is described in this document, review the following documents
and/or websites:

e NetApp Product Documentation
https://docs.netapp.com

e NetApp Hardware Universe
https://hwu.netapp.com

o NetApp Interoperability Matrix Tool (IMT)
http://mysupport.netapp.com/matrix

e NetApp Support Site
https://mysupport.netapp.com

e Cisco UCS Manager Configuration Guides
https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-
and-configuration-guides-list.html

e Cisco Hardware and Software Compatibility list
https://ucshcltool.cloudapps.cisco.com/public/

Refer to the Interoperability Matrix Tool (IMT) on the NetApp Support site to validate that the exact
product and feature versions described in this document are supported for your specific environment. The
NetApp IMT defines the product components and versions that can be used to construct configurations
that are supported by NetApp. Specific results depend on each customer’s installation in accordance with
published specifications.
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