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For lowest cost, For best price/

secondary use cases performance
HYBRID FLASH CAPACITY FLASH
FAS AFF C-Series

ASA C-Series NEW

(Coming soon)

Block
Optimized

M NetApp

Lenovo
NetApp

For best performance

On Tierl workloads

PERFORMANCE FLASH

AFF A-Series

ASA A-Series

M NetApp

O N TA P Comprehensive data management software delivering automation,

efficiency, data protection, and security capabilities for file, block, and object

r >  aws

HBE Microsoft
Azure

S

Google Cloud -

IBM Cloud
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ASA (All SAN Array) C-Series
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ASA A-Series ASA C-Series

_ MINetApp

_ MNetApp

_ MNetApp

Superior performance for the most demanding workloads Unmatched sustainability and savings for business-critical
with sub-millisecond latency workloads
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A wide range of performance and capacity offerings

M NetApp M NetApp

ASA A150 ASA A250 ASA A400 ASA A800 ASA A900
* 15.2TB-547TB raw « 15.2TB-1.1PB raw * 15.2TB-14.6PB raw + 22.8TB-6.6PB raw + 22.8TB-14.6PB raw
HA Up to 2.1PB effective «  Up to 4.4PB effective . Up to 58.6PB effective .+ Up to 26.3PB effective «  Up to 58.6PB effective
system * 2U base w/24 drives * 2U base w/24 drives * 4U base + 2U24 drive shelf + 4U base w/48 drives * 8U base + 2U24 shelf
Cluster * 91.2TB-3.3PB raw + 91.2TB-6.6PB raw * 91.2TB-87.6PB raw * 136.8TB-39.6PB raw + 138TB-87.6PB raw
* Upto 13.1PB effective * Up to 26.4PB effective * Upto 351.6PB effective * Upto 157.8PB effective * Up to 351.2PB effective
Protocols NVMe/FC, NVMe/TCP, FCP, iSCSI

Bezel mock-up; not final; initial shipments may use older bezel.
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A model for every price point and workload

M NetApp
M NetApp

ASA C250 ASA C400 ASA C800
HA « 122TB-734TB raw « 122TB-1.46PB raw e 182TB-3.7PB raw

system « Up to 2.9PB effective « Up to 5.9PB effective « Up to 14.7PB effective

» 2U base * 4U base + 2U drive shelf » 4U base
Cluster « 122TB-4.4PB raw « 122TB-8.8PB raw « 182TB-22.2PB raw

* Upto 17.5PB effective » Up to 35.5PB effective » Up to 88PB effective

Protocols )
NVMe/FC, NVMe/TCP, FCP, iSCSI
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ASA (ALL SAN Arrary)748
What is SAN?

Who owns the file system!

NAS

NetApp® ONTAP® owns
the file system.

« CIFs/SMB

°7
Host operating system

_ owns the file system.
° o * FCP ONTAP presents “blocks” to
* NVMe/FC formats the LUN.

* NVMe/TCP
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vmware ORACLE 27 SGL Server w

* App and VM integrated snapshot backups + 99.9999% availability for critical infrastructure

 Instantly create thin clones of VMs and DBs

» Native integration with VMware vSphere and Cloud Foundation

Bezel mock-up; Not final; initial shipments may use older bezel



Magic Quadrant for Primary Storage
Published 18 September 2023 - ID G00780941 - 30 min read

By Jeff Vogel, Joseph Unsworth, and 1 more

Primary storage users are embracing infrastructure consumption-based services for hybrid,
multidomain, mission-critical applications, and to align costs to business demands. I1&0
leaders should use this research to automate operations, reduce complexity and churn, and
transform IT operations.

Magic Quadrant

Figure 1: Magic Quadrant for Primary Storage
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As of July 2023 © Gartner, Inc

Gartner
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Ongoing proof points from Gartner

WHAT'S CHANGED

Gartner
Magic Quadrant for

Primary Storage Arrays

Ability to Execute

Challengers

Niche Players Vislonarles

Completeness of Vision
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A Gartner Magic
Quadrant Leader

Years in arow*

* Combination of all-flash and
primary storage MQ reports



ONTAP SAN journey

Server
virtualization

Traditional
data centers

Expand SAN ecosystem support 8G FC

Unified NAS/SAN 4G FC

ESX VAAI features

All Flash FAS (AFF)
16G FC UTA

Flash, SCM/PMEM

Cloud, hybrid cloud,

data fabric

FabricPool & Cloud Tiering

Active 1Q Predictive Analytics

12-node ASA

MetroCluster

Data ONTAP 7G
Thin Provisioning

FCoE

MSFT copy offload
8N scale out
FAS Compression iISCSI IPv6

OCl & OCUM

Data ONTAP 9
NVMe

1st NVMe/TCP

. . All SAN Arrg
Inline Data Compaction (ASA)
15TB SSD
RAID-TEC

40GbE & 32Gb FC

Clustered Data ONTAP
4N Scalable SAN

et B
V-Series eduplication
RAID-DP
2003 2005 2007 2010 2012
2002 2004 2006 2009 2011 2013

AFF enhancements, In-
line zero block dedupe,
adaptive compression,
deduplication
MCC, FLI
vVols, LUN scaling

2014 2016

2015

NVMe/FC
AFF800
1st End-to-End NVMe/FC
NVMe/RoCE storage
NetApp Max Data

2018 2020

2017 2019 2021
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White Paper

Meeting the High Availability Requirements in Digitally
Transformed Enterprises

Sponsored by: NetApp

Eric Burgener
March 2022

Empirically Proven "Six-Nines Plus” Availability

Using the Active 1Q Unified Manager (as well as inputs from Cloud Insights where relevant), NetApp
monitors system-level reliability and data availability across its entire installed base. More than 80%
of the ONTAP systems in the field leverage Active 1Q's cloud-based predictive analytics capabilities
(both those sold direct and through NetApp channel partners are included in this data). Across the
installed base, NetApp collects hundreds of billions of data points per day on the status of their arrays,
including statistics about application and data availability. IDC has reviewed NetApp ONTAP system
availability statistics between January 2019 and December 2021, noting that the data indicates a
minimum of 99.9999x% availability across over 100,000 controller pairs running ONTAP 9 software.
This population includes NetApp AFF80x0 and AFF A-Series systems as well as FAS25xx, FAS26xx,
FAS27xx, FAS8xx0, FAS9000, and FAS500f systems. Clearly, NetApp can deliver"six-nines plus” |
availability and has done so consistently in mixed enterprise workload environments that include bo
block- and file-based applications.

Lenovo
NetApp

Six Nines Data Availability Guarantee

This slide is an overview only. The Six Nines Data Availability Guarantee requires agreement with certain
terms and conditions. Please refer to the Terms & Conditions for full details. The guarantee requires use of
NetApp Cloud Insights to validate compliance. Bezel mock-up; not final; initial shipments may use older bezel.
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Ransomware Recovery Guarantee

- = die

ONTAP 9.10.1 and later introdu of ransomware detection and prevention in its anti-
ransomware feature. It Ieveragei built-in on-box ML }:at looks at volume workload activity plus data
entropy to automatically detect ransomware. [t also monitors for activity that is different from UBA so that
it can detect attacks that UBA does not.

ONTAP anti-ransomware protection is provided as part of the Security and Compliance software bundle.
Customers who already have the bundle only need to upgrade to the latest version of ONTAP (ONTAP
9.10.1) to take advantage of the feature. It's configurable through the ONTAP built-in management
interface, System Manager, and is enabled on a per-volume basis.

The anti-ransomware feature starts in learning mode. NetApp recommends a period of at least 30 days
so that the ML has a chance to understand the typical workloads on the NAS volumes. When anti-
ransomware is put into active mode, it starts looking for the abnormal volume activity that might potentially
be ransomware.

Figure 6) Enable anti-ransomware in learning mode for a recommended 30 days before setting to active
mode.

&) "
: FOR ENTERPRISE
© e : = PRIMARY STORAGE
,jff-fm Ransomware Recovery Guarantee
- ~,
Terms and conditions apply.
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The simplest effective guarantee in the industry
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SATA/RAID-DP®
Snapshot™ AR
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Flash Cache
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..................................

Storage Efficiency Guarantee
on all ASA systems

This slide is an overview only. The Storage Efficiency Guarantee requires agreement with certain
terms and conditions. Please refer to the Terms & Conditions for full details.
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Accelerate your critical workloads

» Accelerate enterprise apps with end-to-end

NVMe storage
Extremely low latency (as low as 100us)
* Millions of IOPS in a cluster

 NetApp

* Future-proof with NVMe-oF technology, MiNetap.

high-bandwidth network connectivity
NVMe/FC
NVMe/TCP

M NetApp

* Reduce data center costs by consolidating
workloads on high-performance and high-
density storage

End-to-end NVMe block storage

=“ Lenovo
mmm NetApp
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The industry’s most comprehensive data management platform

More than 88 feature enhancements in ONTAP 9.14.1
deliver added value in the areas that matter most to customers

[CEEa|
& DATA PROTECTION |%- SECURITY Z= COST OPTIMIZATION
updates around capabilities including updates around key management, updates including improvements with
consistency groups, DR rehearsal, MFA, security policies, authentication QoS, storage efficiency, future media
data replication, ransomware defense support, caching, tiering,
infrastructure reduction

Lenovo
NetApp
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ONTAP is the most comprehensive
data-protection platform and most secure platform

available

- NetApp
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Simple testing of the recovery of a volume at an alternate site

Includes creating a mount point for simple testing

Does not interrupt regular replication schedule

Easy clean up when completed

Mount point for testing

NetApp® SnapMirror®
Production volume Secondary volume

Lenovo

HH
- NetApp

Test Failover

Source

vsl

VOLUME

root_vsl

copy the mount path.

mount/path/name

‘he

/goes/

@ “Test Failover” creates a test volume to allow
application simulated failover, and it can be deleted
using the "Clean Up" operation.

o Destination

vsO

VOLUME

root_vsl_dest

NEW VOLUME

root_vsl_dest_test_dr_
<timestamp=>

Test volume will be created at the below location, you could

re |_n

Cancel Test Failover

NetApp FlexClone®
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« Consistency groups (CG) were originally developed to protect block workloads with synchronous NetApp® SnapMirror®

« Expanded to protect NAS workloads and with NetApp ONTAP® 9.13.1 to add support for asynchronous SnapMirror

« ONTAP 9.14.1 enhances consistency-group support with asynchronous SnapMirror with NetApp Snapshot™ Symmetry,

replicating both CG-created Snapshot copies and volume-level Snapshot copies

« Facilitates volume-level recovery points in combination with application-level recovery points

+ e.g. Database logs

CG-level Snapshot copies

SnapMirror

i

Volume-level
Snapshot copies

Production
consistency group

NEE | enovo
- NetApp

il

Secondary consistency

group
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Delivering high availability for object data

l, HA PAIR

é

. Lenovo
NetApp

* NetApp® ONTAP® 9.13.1 added support for
ONTAP S3 data on non-mirrored aggregates

« ONTAP 9.14.1 extends that support to include
mirrored aggregates, providing RPO zero and
near RTO zero availability to object data on
ONTAP
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Continuously driving down the cost of data
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What is FabricPool?

B HA PAIR

On-premises footprint

SRR R R R

Before

Active data Inactive data

(11
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HA PAIR

FabricPool

Object storage

____________________________________
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Automatic tiering
Zero-touch management
Preserves file system
Lower cost of ownership

Over 1 EB tiered with FabricPool
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FabricPool SRR
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* Dynamically increase FabricPool priority if the
local tier is approaching full

Can prevent disk-full condition by more aggressively finding Hot

and tiering data

|

» Cloud write, bypass the local tier to facilitate
large data migrations

NFS only in NetApp® ONTAP® 9.14.1
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» FabricPool on-premises optimized mode

m " =

Inactive NetApp NetApp
ONTAP S3  StorageGRID®
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FabricPool SRR
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Read performance increased by increasing the
rate of and size of GET commands

+ Sequential read performance

Hot
Single file—up to 500% improvement @"
Multi-file—up to 85% improvement ‘ g
» Write performance increased by increasing the 5%
rate of PUTs sent to the object store ki
N
LLl
* Up to 70% improvement multi-volume write =
throughput O

* Impact to the on-premises object store should m

be considered Cold NetApp NetApp

Inactive ONTAP S3  StorageGRID®

=“ Lenovo
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EfthtNetApp ONTAP 9.14.1{jifk

NetApp® WAFL® reserve reduction on FAS and
NetApp Cloud Volumes ONTAP® (CVO) to 5%

* Reduced on NetApp AFF and ASAin ONTAP 9.12.1

Ability to share single set of Cisco 9336 switches
between multiple ONTAP clusters

* No storage connection in ONTAP 9.14.1

Lenovo
NetApp

95% usable

. 5% WAFL
reserve




NetApp ONTAP Select

« NetApp® ONTAP® 9.13.1 GA version of ONTAP
Select adds:

» Expansion of single-node Select clusters to
2-node HA clusters

» Support for vSphere 8

« ONTAP 9.14.1 to add support for KVM
hypervisor to ONTAP Select and Select Deploy

 ONTAP 9.14.1 Select Deploy images will no
longer contain the vSphere plugin
» Customers will not be able to manage the ONTAP Select

Deploy Ul directly through vSphere and will need to access
it through the ONTAP Select Deploy VM's address instead

Lenovo
NetApp

ONTAP - Select



https://docs.netapp.com/us-en/ontap-select/concept_vpi_overview.html#packaged-with-deploy
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